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Abstract. Although deep convolutional neural network based face recog-
nition system has achieved remarkable success, it is susceptible to ad-
versarial images: carefully constructed imperceptible perturbations can
easily mislead deep neural networks. A recent study has shown that in
addition to regular off-manifold adversarial images, there are also ad-
versarial images on the manifold. In this paper, we propose Adversari-
al Variational AutoEncoder (A-VAE), a novel framework to tackle both
types of attacks. We hypothesize that both off-manifold and on-manifold
attacks move the image away from the high probability region of image
manifold. We utilize variational autoencoder (VAE) to estimate the low-
er bound of the log-likelihood of image and explore to project the input
images back into the high probability regions of image manifold again.
At inference time, our model synthesizes multiple similar realizations of
a given image by random sampling, then the nearest neighbor of the
given image is selected as the final input of the face recognition mod-
el. As a preprocessing operation, our method is attack-agnostic and can
adapt to a wide range of resolutions. The experimental results on LFW
demonstrate that our method achieves state-of-the-art defense success
rate against conventional off-manifold attacks such as FGSM, PGD, and
C&W under both grey-box and white-box settings, and even on-manifold
attack.
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1 Introduction

As one of the most popular real-world applications of computer vision tasks, such
as multimedia analysis and surveillance [48], face recognition has been improved
by a large margin with the aid of DNNs [41, 42, 44], and some models have even
exceeded humans [36,28]. Despite the prominent role, DNNs suffer from ad-
versarial examples [43,13], which constructed by maliciously adding some cus-
tomized small perturbations to original input. Many recent works have shown
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Fig. 1. The main idea of our model to defend adversarial images. Estimated by
VAE, off-manifold and on-manifold adversarial images reduce the lower bound of log-
likelihood by causing reconstruction loss and KL divergence loss, respectively (we ex-
plain it in Section 3.1). Our model samples images in high probability region and
replaces the adversarial images with their nearest neighbors.

that adversarial examples can be easily found with a simple gradient method [8,
13,25, 31]. In response, many defense strategies are proposed as a hedge against
the adversarial examples. Several recent works are devoted to imposing trans-
formations on input images due to the advantage of being model-agnostic. This
type of method attempts to remove or alleviate hidden perturbations from input
images. For example, Defense-GAN [35] employs generative adversarial networks
(GANSs) [12] to project the input images onto the range of the generator. In [40],
Sun et al. design a sparse transformation layer to project the input images to
a low dimensional quasi-natural space. However, these defense methods are lim-
ited to defend adversarial images which leave the manifold, but cannot handle
on-manifold adversarial images.

In this work, we devise a novel Adversarial Variational AutoEncoder (A-
VAE) to tackle both types of attacks. We assume that both types of adversarial
images are moved away from the data distribution of high probability [38], and
we focus on pulling them back onto their original regions, e.g. Figure 1. By tak-
ing advantage of VAE [24], we estimate the lower bound of the log-likelihood of
a given image, and project it onto the high probability region of image manifold
using a unified process. Specifically, given a downsampled image as input, the
proposed model randomly sample various outputs on the high probability region
of image manifold which are approximately similar to the input, then the near-
est neighbor is selected to be classified by the face recognition model instead of
the original image. Moreover, we notice there is a contradiction: the traditional
reconstruction loss in training phase will lead to false retention of perturbation
at inference time. To solve this problem, we utilize the well-known adversari-
al training as GANs to substitute the reconstruction loss. We experimentally
demonstrate this property helps the model strip noise from images. In summary,
our contributions are:
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— We propose a generative defense method against diverse adversarial attacks
on complex face dataset under both grey-box and white-box settings, which
leverages the capacity of VAE to project input images onto the high proba-
bility region of image manifold.

— Except for the regular off-manifold attacks, we also consider novel on-manifold
attack which is even more challenging on face dataset. We demonstrate the
effectiveness of our defense method against both above attacks.

— We introduce a simple training mechanism that makes the goal of training
and testing more consistent, which enhances the robustness of our model.

2 Related works

2.1 Adversarial attacks

The existence of the adversarial examples is first shown in [43]. Regular adver-
sarial attacks fool a well trained classifier through adding a small perturbation
0 to a real image X. €, limits the [, norm of the perturbations. We introduce
several state-of-the-art attacks.

Fast Gradient Sign Method (FGSM) FGSM [43] generates adversarial
examples by minimizing the probability of true class y:

X = X + ¢, sign(ViJ(X,y)), @

where J(X,y) is cross-entropy loss. sign(-) is the sign function. FGSM performs
one-step update towards the direction of gradient ascent.

Projected Gradient Descent (PGD) Madry et al. [30] improve FGSM
by applying it multiple times with a small step size . The adversarial examples
can be formally expressed as:

XgP = X, X349 = ClipX (X5% + ¢ - sign(Vo J (X2 y)), (2)

where Clipii (+) clips updated images to constrain it within the e-ball of X. They
also set the initial perturbation to a random point within the allowed e-ball and
restart the search multiple times to avoid falling into a local minimum.

Carlini & Wagner (C& W) C&W [3] is a strong optimization-based attack
method. They find the smallest perturbations by optimizing the L, norm of
perturbation § iteratively:

argmin ||d]|, + ¢ L(X +9), (3)
5

where the loss function £ is chosen to make the examples to be misclassified and
¢ is a hyperparameter.

2.2 Adversarial attacks on face recognition

Face recognition relies on distinguishing subtle differences, which often concen-
trated on small landmark locations, so it is more vulnerable to adversarial attack-
s. Different from the attacks described above, many attacks on face recognition
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are more concerned with the semantic structure of the face. Sharif et al. [37]
employ a pair of eyeglass frames to fool face recognition systems. In [4], the ad-
versarial face images are created by manipulating landmark locations. With the
help of GANs, AdvFaces [5] learns to generating minimal perturbations in the
salient facial regions. While regular attacks usually produce adversarial images
leave the manifold, semantic-based attacks can generate high-fidelity images on
manifold, which is more challenging.

2.3 Adversarial defense

Adversarial defense methods can be roughly categorized into two groups:

Target model enhancement: Adversarial training [13] is the most popular
defense method by injecting adversarial examples into training datasets. This
approach works well for adversarial trained attacks but remains vulnerable to
black-box attacks. He et al. [17] propose a trainable parametric noise injection
technique to improve model regularization. Xu et al. [14] squeeze the images via
color bit depth squeezing and spatial smoothing. In [46], Xie et al. propose to
use feature denoising to increase adversarial robustness.

Input-transformation: As a pre-processing strategy, input-transformation
is model-agnostic and can complement other defenses. HGD [27] trains a image
denoiser using a loss function defined by the difference in the top layers of the
target model. Liu et al. [29] propose a feature distillation method to effectively
defend against adversarial examples. Recently, a variety of work assume that the
adversarial images leaves the manifold and aim to project it back. Among them,
PixelDefend [38] and Defense-GAN [35] leverage generative networks to trans-
form adversarial images into clean images. The disadvantage to these approaches
is that they are limited by the expressiveness of generative networks, and cannot
be applied to large-scale datasets. Abhimanyu et al. [10] approximate the image
manifold using a web-scale image datasets. The main idea here is to localize
nearest neighbors of adversarial image in the image datasets and classify them
instead of the adversarial image.

2.4 Generative Adversarial Networks(GANs)

GANs was first introduced by Goodfellow et al. [12], it has important appli-
cations in various fields, such as image generation [21,33] and image-to-image
translation [47,32,19]. The GANs framework has an excellent capacity to fit
data distribution because of its min-max two-player game mechanism. Isola et
al. [19] have shown that conditional generative adversarial networks are compe-
tent at image-to-image translation tasks. Variational Autoencoder (VAE) [24]
consists of an encoder that represents the input as a distribution over the latent
space and a decoder that reconstructs the input from the latent code. Donahue
et al. [7] employ bidirectional GANs to learn an inverse mapping from data to
latent representation. Analogously, ALI [11] proposes the same framework to
learn mutually inference. In our work, to learn image distributions, we use a
VAE-based architecture with adversarial training. Different from the prior work
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on image-to-image translation tasks, we replace the explicit reconstruction loss
with GANs to mitigate the effects of small disturbances in the input.

3 Method

3.1 Motivation

As mentioned in Section 2, we conclude two types of attacks: off-manifold attack-
s and on-manifold attacks. On-manifold attacks can create adversarial images
which are perceptually close to the original images, e.g., advFaces [4], A>GN [26]
and GFLM [3]. Therefore, we cannot make the common assumptions that all the
adversarial images are out of the image manifold, but we assume that they are
moved away from data distribution of high probability [38], at least.

These observations inspire us to project the data back onto the region of high
probability. We use VAEs estimate the log-likelihood log p(x) of data = with a
posterior p(z|z) and a conditional distribution ¢(z|z):

logp(z) > =Dk r(q(2]7)|[p(2)) + Eq(zj2) [log(p(x]2))], (4)

where p(z) is a prior distribution and Dk, is the Kullback-Leibler divergence.
By learning a probabilistic encoder E(x) to represent g(z|z) and an probabilistic
decoder Dec(z) to represent p(x|z), we can find a tight estimate of the lower
bound on the likelihood of images by optimizing z.

The key to solving the problem is that, the two terms in Equation 4 corre-
spond to the two types of attacks: For attacks leave the manifold, the adversarial
images are outside of the distribution and it causes reconstruction loss inevitably
(the second term). For on-manifold attacks, the adversarial images deviate from
the high probability regions of the image distribution, it will increase the KL
divergence of the posterior from the prior (the first term). Both types of adversar-
ial images reduce the estimation of the likelihood, so the model can distinguish
them from legal images and try to project them back.

Another intractable problem is how to accurately restore high fidelity faces.
For general datasets, e.g. ImageNet [34], F-MNIST [45] and MNIST [26], the
defense methods may only need to extract the coarse-grained information to
satisfy the recognition conditions, such as shape and contour, while face recogni-
tion pays more attention to the distinction in local facial details. Therefore, face
reconstruction quality is the premise of defense performance. Since the adver-
sarial disturbance is imperceptible, we make a hypothesis that an image consists
of low-level information and high-level information, and adversarial attacks ru-
in or manipulate with high-level information, but the low-level information is
retained. Instead of hallucinating the whole image, we constrain the expression
space of the model to the high-level part of the images, so the network search in
a smaller image space and less burden of generation.

In the next section, by constructing a specific network architecture and train-
ing strategy, we try to subtly achieve the above theories to move the adversarial
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Fig. 2. The architecture of our network. Before passing the input layer, the input image
is first downsampled to 32 x 32. The mapping network f transforms the latent code z to
a new latent code w, which controls the variation of output images. The loss function
consists only KL divergence loss and adversarial loss, does not include pixel-wise loss.

face images back to the high probability regions. The proposed model consist-
s of a generator G and a discriminator D. The overall framework is shown in
Figure 2.

3.2 Objective

To optimize the lower bound on the likelihood of datapoint x, the objective of
a VAE can be expressed as

Ly ap = Drr(q(z[2)[[p(2)) — Eq(z1a) [log(p(2]2))]- ()

The first term tries to move the approximate posterior ¢(z|z) closer to the pri-
or p(z), while the second term acts as an reconstruction error. Normally, the
reconstruction loss will be Euclidean distance.

However, in our case, we do not adapt any explicit reconstruction loss. The
reason is that, the pixel-based loss prompt the generator to faithfully preserve all
the information from the input. During training, the training images are clean
so there are no problems. However, in the testing phase, the input may be an
adversarial image, and the generator will also tend to retain the perturbations,
which is unreasonable. In this case, we use the adversarial loss to act as an
implicit reconstruction loss:

Laan = Eg[logD(x)] + Eq [log(1 — D(G(x)))], (6)

where G is composed of the encoder E and the decoder Dec, and D is an
discriminator. The generator G learns to synthesize images which cannot be
distinguished by D, while D tries to classify the generated images and real
images. Intuitively, during the training process, the generator will treat the input
as a significant reference and try to extract useful components from it. Therefore,
we expect the generator to generate images similar to the input in some ways. If
this goal can be realized, the implicit loss will be better than the traditional loss.
In this way, the reconstruction loss can be learned by the network during the
training process, rather than being heuristically stipulated. With a large number
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of experiments, we implement this using a specific network architecture, which
will covered in Section 3.3.
Hence, the final objective function for A-VAE is

arg ménmgxﬁcAN + KL(q(z])||p(2)), (7)

where p(z) is assumed to be A'(0,I). Ablation study of loss function is shown in
Appendix A.

3.3 Architecture of generator

We employ variational autoencoder networks as the basic framework of the gener-
ator. Since the adversarial perturbations only changes the high-level information
in the images, we then design the network around this core.

As mentioned in Section 3.2, We expect the network to extract semantic
information from the input. However, we found that when the input size is con-
sistent with the output, the network just copies the input as it is, so that the
network does not have to understand the image content. To solve this prob-
lem, we perform a downsampling operation on the input images. This strategy
motivates the generator to focus the attention on low-level information and cre-
ate some vivid details to complement the input faces. The prerequisite of this
is that the generator must comprehend the semantic information of the input.
Downsampling also mitigates the impact of the adversarial perturbations on the
generator.

Given the latent code z generated by the encoder F, we aim to make it control
the high-level variations of the synthesized images. A traditional decoder receives
z at the input layer and transmits the required information of the upper layers by
consuming the capacity of the network, which greatly limits the expressiveness
power. Inspired by the recent success of style-based generator [22], we map z to
an intermediate latent space VW using a mapping network f, and inject it into
each convolution layer of the decoder Dec through AdaIN operation [22]. The
mapping network f is composed of 4 fully connected layers. Furthermore, we
add a skip connection between two layers in the network to help the network
transmit information more easily and reduce the burden on the bottleneck layer.
Architecture details of A-VAE can be found in Appendix D.

3.4 Inference

At inference time, given an image x, the downsampled version is fed into the
encoder E, then the encoder randomly sample M latent code z to generate differ-
ent output images with diverse details, where z is clipped to meet a prerequisite
that KL(N(z,0?T)|[|]N(0,1)) < 7, and 7 is a threshold. Finally, we calculate
FEuclidean distance in pixel-level between these images and the original input
image, and take the smallest one as the input of the face recognition model.
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3.5 Discussion

Relevance to existing methods As a pre-processing defense using generative
models, our work is most similar to Defense-GAN [35]. It also finds a closest clean
output which exists in image manifold to a given image. However, there are
several fundamental differences between our method and Defense-GAN. First,
we utilize a whole encoding-decoding network to generate the output, which
has an input image as a valuable prior. Yet, Defense-GAN can only rely on
random latent code to generate the image. Therefore, no matter which image is
given, the potential generation space is always the entire image space, it needs
better expressive power to recover the same quality image as ours, which is very
tricky on face datasets. Second, at inference time, we find the nearest neighbor
of input in a large number of randomly sampled output images, but Defense-
GAN approximates the input by optimizing the latent code. Under on-manifold
attacks, optimizing the latent code will make the generator reconstruct the image
which is the same as the input, thus making the defense meaningless.

In [9,50], nearest neighbor search is also used to defend against adversarial
images, equipped with a web-scale image dataset. The dataset needs to collect
large-scale images and register in advance with images having same identities
as test images, both of which are unrealistic in practical applications, especially
for face recognition. Furthermore, both of them show their defense methods are
more easily compromised by white-box attacks, we believe that one main reason
is because they use the extracted features for nearest neighbor retrieval, but the
feature extractor itself is vulnerable to adversarial attacks. On the contrary, we
perform the nearest neighbor retrieval directly at the pixel-level.

A-VAE resembles ALI [11] and BIGAN [7], which have three components
in training process: an encoder, a decoder and a discriminator. They ask the
discriminator to distinguish generated data from real images, and between latent
code z from the posterior distribution ¢(z|z) and prior distribution p(z). In our
case, the KL-divergence term is employed to supervise the approximate posterior,
and we replace the explicit reconstruction loss with GANs to learn a similarity
metric. The main difference is that they expect the model to learn meaningful
hidden features, whereas we are looking for a robust reconstruction process. It is
worth mentioning that although ALI’s inference network also samples stochastic
latent code, unlike our method, it does not get different reconstructions of a
same input.

4 Experiments

4.1 Experimental settings

Training. We train our models on the publicly available CASTA-WebFace dataset
[49] consists of 494,414 face images belonging to 10,575 different individuals. We
use aligned CASIA-WebFace and crop to 128 x 128 image size. The hyperpa-
rameters A of the loss function is empirically set to 1. We use ADAM optimizers
[23] with ;=0 and B2 = 0.99. We train A-VAE for 140,000 steps with the batch
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Fig. 3. Qualitative comparison results of image reconstruction results on LEW. The
adversarial images is generated by FGSM grey-box attacks with ¢ = 8. FD refers to
Feature Distillation [29].

size of 16 on a single NVIDIA GTX 2080Ti. The learning rate is set to 0.001
during the training process.

Testing. We test our models on LEW [18]. LFW is a standard face verifica-
tion testing dataset which includes 13,233 web-collected face images from 5,749
identities. We evaluate the verification accuracy on the 6,000 face pairs. Among
them, 3,000 pairs are from the same identity and another 3,000 pairs represent
the different identities. sampling times M is 1000, and threshold 7 is set to 0.03.

Adversarial attacks. We evaluate the performance of A-VAE against the
state-of-the-art attacks including FGSM [43], PGD [30] and C&W [3]. C&W
is constrained by L, norm with an allowed maximum value €, and others are
constrained by L., norm. We implement the C&W attack with learning rate
10.0. We consider grey-box attacks and white-box attacks. All attack methods
performs obfuscation attacks on same identity pairs, and impersonation attacks
on different identities pairs. We perform attacks for images in the probe set.

Evaluation metrics. We evaluate our method on a ResNet-50 [16] trained
from VGG-Face2 [2]. More results on ArcFace [6] are given in Appendix E. The
target model verifies whether the two images belong to one person by cosine dis-
tance between them. We measure the percentage of pairs which are successfully
verified. The cosine distance threshold is set at 1% FAR.

4.2 Qualitative results

We present our image reconstruction results against FGSM black-box attacks
with e = 8 on LEFW and compare to other input-transformation defense methods
in Figure 3, including Defense-GAN [35], TVM [15], Quilting [15], ComDefend
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Fig. 4. stochastic generated results on LFW. Each line presents input image(leftmost)
and different output of latent code.

[20] and Feature Distillation [29]. As can be seen, limited by expressive power,
the images reconstructed by Defense-GAN [35] have a huge gap with the original
images, so that the identity information is completely lost. TV minimization [15]
almost completely eliminates adversarial perturbations, but makes the images
blurry at the same time, which may lead to the loss of some crucial details.
Compared to other methods, A-VAE is the only one that generates high-fidelity
face images and captures the true identity information under large perturbations.
The qualitative results show robustness of A-VAE to adversarial attacks on face
images. Since it is just constrained by implicit reconstruction loss, our model can
determine the important components of the image and focus on reconstructing
it. This property relies on the model to understand the image from the high-level
semantic features, instead of the pixels.

Figure 4 shows stochastic generated results of the same input on LFW, using
different latent code. We can find that the variation in latent code has a signif-
icant impact on the appearance of the eyebrows, eyes, nose and mouth. These
factors combine to express a wide variety of different identities, which allows our
model to mine appropriate image that match the original identity well. More
qualitative results are shown in Appendix F.

4.3 Gray-box attacks

In this section, we evaluate the performance of A-VAE against the gray-box at-
tacks. In this setting, the attacker knows the details of the classifier but does
not have access to the details of the defense strategy. The accuracy comparison
results on the LFW dataset is shown in Table 1. Adversarial training [13], feture
denoising [46] and HGD [27] obtain the FGSM adversarial images with e = 8.
The evaluations involve the state-of-the-art attack methods including FGSM,



Manifold Projection for Adversarial Defense on Face Recognition 11

Table 1. Verification accuracies of different defense methods on the LFW dataset,
under FGSM, PGD, C&W grey-box attacks.

LFW (Same identity pairs/Different identities pairs/Average)

Defense clean F;G:SZ/I FEG:SZI SS% C&W
No Defors 0.992/0.092 0.487/0.417 0.100/0.300 0.000/0.007 0.000/0.017
o Letense /0.992 /0.452 /0.245 /0.003 /0.008
— — 0.081/0.993 0.513/0.787 0.177/0.737 0.023/0.190 0.000/0.417
Adversarial Training [13]| ™0 g7 /0.650 /0.457 /0.107 /0.208
. 0.950/0.953 0.647/0.717 0.213/0.730 0.073/0.260 0.020/0.570
Feature Denoising [46] | ™ 'g5) /0.682 /0.472 /0.167 /0.295
TVM [15] 0.990/0.991 0.737/0.683 0.343/0.357 0.307/0.353 0.007/0.020
/0.991 /0.710 /0.350 /0.330 /0.013
Quilting [15] 0.980/0.993 0.813/0.890 0.593/0.680 0.667/0.783 0.230/0.037
utiting /0.987 /0.852 /0.637 /0.725 /0.134
0.989/0.990 0.523/0.637 0.281/0.389 0.022/0.148 0.000/0.017
ComDefend [20] 70.990 /0.630 /0.335 70.085 /0.008
o 0.990/0.993 0.667/0.580 0.383/0.380 0.143/0.190 0.003/0.027
Feature Distillation [29] | ™™/ 995 /0.623 /0.382 /0.167 /0.015
HGD [27] 0.943/1.000 0.650/0.860 0.387/0.790 0.150/0.647 0.040/0.597
/0.972 /0.755 /0.588 /0.398 /0.318
VAL 0.927/1.000 0.830/0.957 0.637/0.863 0.697/0.960 0.423/0.797
/0.963 /0.893 /0.753 /0.828 /0.610

FGSM € =8 PGD £=8 C&W

True postive rate

True postive rate

True postive rate

I 74 j_ HGD
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Fig. 5. ROC curves of different defense methods under FGSM, PGD and C&W attacks
(Setting: gray-box, LFW).

PGD, C&W. It has been shown that A-VAE significantly improves the accu-
racy against off-manifold attacks and also outperforms other defense methods
prominently. For example, although adversarial training defense with FGSM im-
ages achieves an average accuracy of 0.457 against FGSM attacks with € = 8,
our method achieves an accuracy of 0.753 without any knowledge of adversarial
images. Moreover, adversarial training has a poor generalization across differ-
ent attacks, however, our method does not over-fit a specific attack. Figure 5
shows the Receiver Operating Characteristic (ROC) curves for different defense
methods. We further show that our method also achieves better performance at
different resolutions (Appendix B).

4.4 White-box attacks

We present experimental results on white-box attacks using FGSM, PGD and
C&W. Since our method is non-differentiable, to perform white-box attacks, we
apply Backward Pass Differentiable Approximation (BPDA) [1] to estimate the
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Table 2. Verification accuracies of different defense methods on the LFW dataset,
under FGSM, PGD, C&W white-box attacks.

TLFW (Same identity pairs/Different identitics pairs/Average)

FGSM FGSM PGD
Defense clean
e=4 e =8 e =8
No Defense 0.992/0.992/0.992 0.487/0.417/0.452 0.190/0.300/0.245 _ 0.000,/0.007,/0.003

adversarial Training [13]] 0.981/0.993/0.987 0.363/0.650/0.5607 0.177/0.610/0.393 _0.000/0.010/0.005
Feature Denoising [46] | 0.950/0.953/0.952 0.401/0.440/0.423 0.170/0.450/0.310  0.000/0.020/0.010

ComDefend [20] 0.989/0.990/0.990 0.467/0.543/0.507 0.303/0.513/0.408 0.187/0.277/0.232
HGD [27] 0.943/1.000/0.972 0.243/0.677/0.460 0.103/ 0.627/0.365 0.323/0.713/0.518
A-VAE 0.927/1.000/0.963 0.720/0.743/0.732 0.468/0.637/0.5562 0.557/0.5694/0.573

0.6202 0. 3927 0.4741 0 8031 0 4034 0. 4095

06083 03971 05986 06455 03478 0.3450
@ (b)

Fig. 6. Reconstruction results on the LFW dataset, under the on-manifold attack. Each
pair presents clean face (left), adversarial face (middle) and reconstruction face (right).
Cosine similarity score is calculated by comparing to gallery image.

gradient of the output of the classifier with respect to the input. We compare
our defense with adversarial training [13], feature denoising [46], ComDefend [20]
and HGD [27]. ComDefend causes gradient masking by adding random Gaus-
sian noise in the image compression process, hence we employ Expectation over
Transformation (EOT) [1] to correctly compute the gradient. Table 2 shows the
accuracy comparison results on LEFW. By comparison with Table 1, We can see
that A-VAE does not suffer seriously when the attacker knows the defense strat-
egy. Through this phenomenon, we conclude that our method does not entirely
rely on gradient masking to improve robustness.

4.5 On-manifold attacks

On-manifold attacks generate high-quality adversarial images which are percep-
tually similar to the original images, e.g., GFLM [4] and advFaces [5]. However,
in practice, we found when they deceive the target model successfully, the re-
al label of the adversarial images is also changed. In other words, neither of
them achieve legitimate adversarial face images that only causing imperceptible
perturbation. In our case, similar to [39], we directly compute the latent code z
generated by the encoder to realize onmanifold attack, instead of original images.
The latent code z is optimized n times with a step size e:

21 = 2,5, = 2% + e VL (F(Dec(z3)), y), (®)

where J is the cosine similarity loss. The on-manifold adversarial image is ob-
tained by Dec(22%). We use n = 5 and € = 20. Figure 6 shows the reconstruction
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Table 3. Verification accuracies of different defense methods on the LFW dataset,
under on-manifold attack.

LFW (Same identity pairs/Different identities pairs/Average)

Defense [ On-manifold attack

No Defense 0.080/0.451/0.321
adversarial Training [13] 0.237/0.867/0.537
Feature Denoising [46] 0.273/0.867/0.570
TVM [15] 0.337/0.623/0.480
Quilting [15] 0.393/0.664,/0.529
Feature Distillation [29] 0.327/0.593/0.460
ComDefend [20] 0.407/0.553/0.480
HGD [27] 0.301/0.543/0.422
A-VAE 0.644/0.687/0.667

results on LFW. As can be seen in Figure 6 (b), this attack still inevitably pro-
duces some images that are notably different from the original images, and our
method cannot handle this situation. The verification performance is shown in
Table 3.

128 x 128 64 x 64 32 x 32 16 x 16

Fig. 7. Reconstruction results of different models.

4.6 Tradeoff between quality and robustness

In fact, A-VAE achieves the tradeoff between quality and robustness with a very
simple strategy: We resize the scale of the input images. The more image infor-
mation given, the model can supplement details in a smaller search space, the
final resconstructed image will be more similar, but the adversarial perturba-
tions will tend to be preserved. Conversely, the less image information given, the
adversarial perturbations remains less, which makes the model more robust but
requires a better expressiveness. To explore the effects of different scaling weight-
s, we construct multiple generators with input size of 128 x 128, 64 x 64, 32 x 32
and 16 x 16, and correspondingly increse or delete the number of downsampling
layers in the encoder block.

The performance of different models on clean images and adversarial images
is shown in Figure 7. Interestingly, when the input size drops to 16 x 16, the
model seems to ignore the input and behaves like a standard GAN. The perfor-
mance of different models on clean images and adversarial images is shown in
Figure 8. As can be seen, when the input size increases, the gap between the two
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So.

Verification aceuracy

Tnput size

Fig. 8. Verification accuracies of different models on same identity pairs, using clean
and adversarial images. (Setting: gray-box, FGSM with € = 8).

128 128, sw=0.5961 64 64, 506365
-6 -36 T
KRl
aly
- 30 30
24 24
18 13 R
12 12
i
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00 00

Fig. 9. Standard deviation of feature over 128 different realizations of the same input
image, using different models. The feature of 2048 dimensions is shown as 32 x 64.

00 00

accuracies enlarge, which means that the robustness declines. The accuracy of
clean images continues to rise, which means that the quality increases. Figure 9
further illustrates standard deviation of extracted feature over 128 different re-
alizations of the same image. We find it interesting that the expression space of
the model is negatively related to the input size, although we do not explicitly
constrain the model to generate images that are consistent with the input. This
proves that our implicit reconstruction loss is effective. We set the input size as
32 x 32 so that the model retains enough capacity to reconstruct the original
image well.

5 Conclusion

In this paper, we have proposed an adversarial defense method which projects
the image into the high probability regions of image manifold. By constructing a
special architecture and training mechanism, we enhance the robustness against
both off-manifold and on-manifold attacks. The evaluation results on LEW show
the superiority of our method.
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