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Abstract. Unsupervised depth estimation using photometric losses suf-
fers from local minimum and training instability. We address this issue
by proposing an adaptive co-teaching framework to distill the learned
knowledge from unsupervised teacher networks to a student network.
We design an ensemble architecture for our teacher networks, integrat-
ing a depth basis decoder with multiple depth coefficient decoders. Depth
prediction can then be formulated as a combination of the predicted
depth bases weighted by coefficients. By further constraining their cor-
relations, multiple coefficient decoders can yield a diversity of depth
predictions, serving as the ensemble teachers. During the co-teaching
step, our method allows different supervision sources from not only en-
semble teachers but also photometric losses to constantly compete with
each other, and adaptively select the optimal ones to teach the student,
which effectively improves the ability of the student to jump out of the
local minimum. Our method is shown to significantly benefit unsuper-
vised depth estimation and sets new state of the art on both KITTI and
Nuscenes datasets.

Keywords: Unsupervised, Monocular Depth Estimation, Knowledge Dis-
tillation, Ensemble Learning

1 Introduction

Monocular depth estimation is a fundamental research task in computer vision,
with a wide application ranging from navigation [32], 3D reconstruction [10] to
simultaneous localization and mapping [2]. With the rapid development of deep
learning techniques, monocular depth estimation based on deep convolutional
networks has achieved significant progress in recent years. Nonetheless, training
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Fig. 1. Strength of our adaptive co-teaching framework. We conduct visual-
ized comparison of our proposed adaptive co-teaching strategy (3rd column), photo-
metric constraint based unsupervised training (1st column), and the straightforward
distillation method (2nd column) on KITTI. Our scheme can transfer more accurate
knowledge to the student maintaining fine-grained details.

complex deep networks entails large-scale annotated depth data which are ex-
pensive to achieve and still very limited in terms of amount and diversity. To
alleviate the need of depth annotations, unsupervised approaches have recently
been investigated for learning monocular depth using either stereo images [12,14]
or monocular videos [15,16], which have shown promising performance.

In this paper, we focus on unsupervised depth estimation using unlabeled
monocular videos. Under the assumption of static scenes and Lambertian sur-
faces, both depth and pose networks can be jointly learned in an unsupervised
manner by minimizing the photometric reconstruction losses of view synthesis.
However, the above assumption may not hold in many scenarios, leading to un-
stable unsupervised learning and local minimum issues in dynamic regions and
non-Lambertian or low-textured surfaces.

To alleviate this issue, recent works [7,17,24] propose to exploit semantic
segmentation labels as prior knowledge to facilitate training. Though impres-
sive performance has been achieved, these methods rely on additional manual
annotations, and thus fail to maintain the advantages of unsupervised learning.
An alternative idea to mitigate this challenge is to leverage the distillation tech-
niques [30,29,27,28,37]. Although distillation learning can circumvent the unsta-
ble training issue, the teacher network is trained using conventional unsupervised
framework. As shown in the second column of Figure 1, it still suffers from the
mentioned drawbacks, leading to low-quality pseudo labels and degraded final
performance.

In light of the above issues, we propose an adaptive co-teaching framework
for unsupervised depth estimation, which operates in a two-stage fashion. In the
first stage, we train an ensemble of teacher networks for depth estimation in a
unsupervised manner. By penalizing the correlation among teacher networks, we
obtain a diversity of plausible solutions for depth estimation, providing a signif-
icantly higher chance to escape from local minimums of unsupervised learning
compared to training a single teacher network. In the second stage, we transfer
the learned knowledge from the teacher ensemble to the student network through
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a cost-aware co-teaching loss, which allows teacher networks in the ensemble to
compete with each other and is able to adaptively select the optimal supervision
source to teach the student network.

As another contribution of this work, we present the MUlti-STream ensemble
network (MUSTNet) to facilitate more effective teacher ensemble learning. Our
MUSTNet comprises a basis decoder and multiple coefficient decoders, where
the basis decoder decomposes the depth map into a set of depth bases, and each
coefficient decoder predicts a weight vector to linearly combine the depth bases,
giving rise to one prediction of the depth map. By integrating both the basis
and coefficient decoders in a single network, the MUSTNet serves as a more
compact architecture for ensemble networks. In addition, the decomposition of
the depth map into depth bases permits a more elegant and convenient way to
enforce model diversity within the ensemble. As shown in our experiments, by
incorporating the MUSTNet into our co-teaching framework, we achieve new
state-of-the-art performance on popular benchmarks.

The contributions of our approach can be summarized into three-folds:

{ An adaptive co-teaching framework for unsupervised depth estimation that
enjoys the strengths of knowledge distillation and ensemble learning for more
accurate depth estimation.

{ A novel Multi-Stream Ensemble Network which decomposes depth maps into
depth bases weighted by depth coefficients, providing a compact architecture
for both the teach ensemble and the student model.

{ A cost-aware co-teaching loss which leverages both the ensemble teachers
and the photometric constraint to adaptively distill our student network.

Our model outperforms state-of-the-art monocular unsupervised approaches on
the KITTI and Nuscenes datasets.

2 Related Work

2.1 Unsupervised Monocular Depth Estimation

Monocular depth estimation is an inherent ill-posed problem. Recently, with
the help of Multi-view Stereo or Structure from Motion, some works [43,1,15]
propose to tackle this problem within an unsupervised learning manner replacing
the need of ground truth annotations.

Unsupervised Stereo Training. [12] proposes the first approach that esti-
mates depth maps in an unsupervised manner with the help of multi-view syn-
thesis. This work provides a basic paradigm for unsupervised depth estimation.
After that, [14] employs a view synthesis loss and a depth smoothness loss to
further improve the depth estimation performance. Very recently, [38] proposes
a two-stage training strategy, which firstly generates pseudo depth labels from
input images and secondly refine the network with a self-training strategy. It
achieves better performance than state-of-the-art unsupervised methods.
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Unsupervised Monocular Training. Different from multi-view based meth-
ods, monocular video sequence based methods require additional process to ob-
tain camera poses. [43] jointly estimates depths and relative poses between adja-
cent frames, and indirectly supervise the depth and pose networks by computing
the image re-projecting losses. However, this training strategy highly relies on
the assumption that the adjacent frames comprise rigid scenes. Consequently,
non-rigid parts caused by moving objects may seriously affect the performance.
To solve this problem, [1] introduces an additional network to predict per-pixel
invalid masks to ignore regions violating this assumption. [15] proposes a simple
yet effective auto-masking and min re-projecting method to solve the problem of
moving objects and occlusion. [24] decomposes the motion to the relative camera
motion and instance-wise object motion to geometrically correct the projection
process. [35] presents a novel tightly-coupled approach that leverages the inter-
dependence of depth and ego motion at training and inference time. Although
these methods have achieved matured performance, it is still an open question
to solve the problem introduced by the photometric loss.

2.2 Knowledge Distillation

Knowledge distillation is originally proposed by [3] and popularized by [20]. The
idea has been exploited for many computer vision tasks [6,18,26] for its ability
to compressing a large network to a much smaller one. Recently, some works
attempt to exploit distillation for unsupervised depth estimation.

Multi-view Training. [29] propose a self-distillation strategy for unsupervised
multi-view depth estimation in which a sub-network of a bidirectional teacher is
self-distilled to exploit the cycle inconsistency knowledge. [38] generates pseudo
depth labels from the input images and secondly refine the network with a self-
training strategy. More recently, [28] also apply a self-distillation method to un-
supervised multi-view depth estimation and try to generate pseudo labels based
on their proposed post-processing method. However, these multi-view images
based methods fail to cope with monocular videos. It is hard for these methods
to generate high quality pseudo labels for the camera poses keep unknown.

Monocular Training. For monocular videos, some approaches also attempt
to employ knowledge distillation to unsupervised depth estimation. [27] train a
complex teacher network in a unsupervised manner and distill the knowledge to a
lightweight model to compress parameters while maintain high performance. [37]
inference depth from multi-frame cost volume and generate depth prior informa-
tion with a monocular unsupervised approach to teach the cost volume network
in those potentially problematic regions. All the above introduced methods boost
unsupervised depth estimation performance. However, those approaches lever-
age single depth teacher for distillation, which can not contribute to the student
network to jump out of local minimal. Different from these methods, our work
conducts an adaptive co-teaching strategy that leverages an ensemble of diverse
teachers for better distillation.
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3 Problem Formulation

During training, we consider a pair of input images: source image Is and target
image It of size H �W . Two convolutional networks are leveraged to estimate
the depth map of It and the relative camera pose ps!t = [Rjt] between Is and
It, respectively. After that, a synthesized target image It′ can be generated by
rendering the source image Is with predicted depth dt, relative pose pt, and the
given camera intrinsic K. As a consequence, the depth and relative pose can be
jointly optimized by minimizing the photometric loss given by

Lp = � (1� SSIM (It; It′)) + (1� �) kIt � It′k1 ; (1)

where jj � jj1 measures the pixel-wise similarity and SSIM indicates the struc-
tural similarity to measure the discrepancy between the synthesized and the real
images structure. � is the hyper-parameter used to balance these two loss terms.
Following [15], we set � = 0:85.

Furthermore, in order to mitigate spatial fluctuation, we apply the edge-aware
depth smoothness loss used in [15,21] , which can be described as

Ls (Di) = j�xDij e�jδxIij + j�yDij e�jδyIij: (2)

Following [15], for each pixel we optimize the loss for the best matching source
image by selecting the per-pixel minimum over the reconstruction loss.

4 Methodology

Motivation and Overview. There may exist multiple feasible solutions to the
photometric constraint (1), especially at low-texture regions, leading to training
ambiguity and sub-optimal convergence. In this paper, we address this issue by
proposing an adaptive co-teaching framework for unsupervised depth estimation.
Our philosophy is to firstly learn an ensemble of depth estimation networks in
the unsupervised manner, which can deliver a variety of depth prediction for an
input image. We then treat these pre-trained networks as teachers and select
their optimal predictions as pseudo labels to train the final student network
using our cost-aware loss. As a result, training the student network under our co-
teaching framework can circumvent the unstable issue of unsupervised learning.
As verified in our experiment, through knowledge distillation from ensemble
teachers, the student network outperforms each individual teacher network. In
the following, we first introduce a new network architecture named MUSTNet
for the teacher ensemble in Sec. 4.1. We then elaborate on the proposed adaptive
co-teaching framework in Sec. 4.2. Finally, Sec. 4.3 presents the implementation
details of our method.

4.1 MUSTNet: MUlit-STream ensemble Network

A conventional approach to building network ensembles is to group a set of
independent networks with similar architectures. The memory complexity and
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Fig. 2. Illustration of the proposed MUlti-STream ensemble Network.

computational overhead for training such an ensemble of networks will be linearly
increased w.r.t. to the amount of ensemble members. Besides, the diversity of the
learned network parameters can not be easily guaranteed. Inspired by the above
observation, we design a more compact network structure named MUlti-Stream
ensemble network (MUSTNet) for monocular depth estimation. In contrast to
the above conventional approach, the proposed MUSTNet integrates a number
of depth net into a single network. As shown in Figure 2, MUSTNet contains
one encoder followed by one basis decoder andN coe�cient decoders in parallel.
Given an input image, the basis decoder produces an output ofM channels with
each channel as one depth basis. Meanwhile, each coe�cient decoder generates
a coe�cient vector of M dimensions. Each coe�cient can be used as weight to
linearly combine the depth basis, producing an estimation of depth map. TheN
coe�cient decoders will then make N predictions of the depth map. As a result,
the MUSTNet is equivalent to an ensemble ofN depth estimation networks.
Basis Decoder. The basis decoder is designed motivated by prior methods
[15,27]. It receives a multi-scale feature pyramid from the encoder, and the fea-
tures are then progressively combined from coarse to �ne level. Di�erent from
the basic structure, we extend the output channels of the last layer convolution
to M . For each channel, we employ a sigmoid activation function to generate a
normalized basis, representing the disparity values.
Coe�cient Decoder. The coe�cient decoder receives the coarsest output from
the depth encoder. It consists of three 3� 3 convolution layers followed by non-
linear ReLU layers. An additional 3 � 3 convolution is add to compress feature
channels toM , which keeps the same as the number of depth bases. Finally, we
use a global average pooling layer to generate the coe�cients.
Discussion. Our MUSTNet provides a compact structure for depth estimation,
which enjoys more exibility than conventional network ensembles from multiple
aspects. As can be seen in Sec. 4.2, the diversity of the teacher ensemble is
essential in our co-teaching framework. By decomposing depth estimation into
depth bases and coe�cient prediction, our MUSTNet permits an elegant and
convenient way (introduced in Sec. 4.2) to enforce ensemble diversity. In addition,
the MUSTNet structure is also scalable, i.e., it can not only serve as our teacher
ensemble, but is also suitable for the student depth network by using only one
coe�cient decoder. By using consistent architectures for teachers and student
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Fig. 3. Illustration of the proposed adaptive co-teaching framework. Speci�-
cally, (a) : In the �rst stage, we train the pose network ( � pose ) and the depth network
(� depth ) in an unsupervised manner. We employ an ensemble network for the depth es-
timation to generate a diversity of pseudo labels. (b) : In the second stage, we transfer
the learned knowledge to a student monocular depth network leveraging the proposed
cost aware co-teaching loss.

network, we expect the distillation learning to be more coherent, and thus more
superior �nal performance.

4.2 Adaptive Co-teaching Framework

As shown in Figure 3, our adaptive co-teaching framework operates in a two-
stage fashion. In the �rst stage, we train a teacher ensemble through unsuper-
vised learning. By penalizing their correlation, a diversity of teachers can be
achieved. The second training stage is introduced to transfer the learned knowl-
edge to the student network through a cost-aware co-teaching loss. It allows
teacher networks in the ensemble to compete with each other and can adap-
tively select the optimal supervision source to teach the student network for
much better predictions.
Unsupervised Teacher Ensemble Learning. We adopt the MUSTNet with
N > 1 coe�cient decoders as our teacher ensemble, where each coe�cient de-
coder correspond to an individual teacher. We design the following two con-
straints to pursue model diversity.

Bases diversity constraint . We prefer the components of the bases have
signi�cant di�erent distributions, which can help the network jump out of local
minimal solutions. As suggested by [25], we assume the disparity values subject
to a Gaussian distribution, and force the generated depth bases to have similar
variances and di�erent means for irrelevant outputs

L v =
1
n

P n
i =1 � 2

i �
�

1
n

P n
i =1 � i

� 2

1
n

P n
i =1 � 2

i �
�

1
n

P n
i =1 � i

� 2 ; (3)

where � n and � n denote the mean and variance of then-th depth basis, respec-
tively.

Coef f icients orthogonality constraint . For each predicted depth coe�cient
vector w, we compute its normalized version asw = w

jw j , and stack all the
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