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1 Implementation Details

Our work is implemented in Tensorflow. The batch size is set as 16. The learning
rates of the reconstruction network and PCLossNet are set as 0.0001 and 0.005,
respectively. They are both optimized with the Adam optimizer. The specific
settings of all hyper-parameters are illustrated in Table 1, while structures of
networks are presented in Table 2. All experiments are conducted on a NVIDIA
2080ti GPU with a 2.9GHZ i5-9400 CPU.

Name σ ε ε1 Nc

Constants 0.01 0.01 0.2 128

Table 1. Illustrations of hyper-parameters

RecNet Encoder Decoder

FC MLPs(64,128,128,256,128)+Max-Pooling FCs(256,256,2048*3)
Folding MLPs(64,128,128,256,128)+Max-Pooling MLPs(256,256,3) + MLPs(256,256,3)

PCLossNet Parameter-shared MLPs Output layers

LNSA MLPs(64,128) MLPs(256,256) + MLPs(128,64,3)
LNFC MLPs(64,128) FCs(256,256,256,128*3)

Table 2. Illustrations of network structures. All components presented are MLPs.

2 Comparison with Pre-trained Networks

Except our proposed PCLossNet digging shapes differences with a generative-
adversarial process, constraining with a pre-trained feature extraction network
following [2] is also an alternative for the training of reconstruction network.

In this section, we take the encoders parts of pre-trained AE [1] and Point-
Net++ [3] to extract features from input and reconstructed point clouds, then
training the reconstruction network by the distances between extracted features.
Results are presented in Fig. 1 and Table 3. We compare Pre-trained AE (PreAE)
and Pre-trained PointNet++ (PrePN+) with our proposed LNFC and LNSA.

We can see that reconstruction networks trained with PreAE and PrePN+
cannot reconstruct the input point clouds well. The reason may be that the non-
linear feature spaces is still ambiguous to point clouds on 3D Euclidean space,
which is similar as the reason why Point-based GAN discriminators cannot work
without matching-based losses analyzed in Sec.3.1 and Sec.4.3 of the paper.
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Fig. 1. Reconstruction results trained with pre-trained feature extraction networks.

An interesting thing is that the pre-trained losses perform a little better than
discriminators without matching compared in Table 3, which maybe because
the pre-trained processes constrain the feature spaces and reduce the ambiguity.
Besides, the pre-trained method needs a separate training process before training
the reconstruction network. it is very inconvenient, while the pre-training process
is still limited by the matching-based losses.

Our method can fully get rid of the influence from matching processes, which
can dynamically be trained together with the reconstruction network and do not
need any pre-training.

DataSet ShapeNet ModelNet40

Methods PreAE PrePN+ LNFC LNSA PreAE PrePN+ LNFC LNSA

Pre-train X X % % X X % %

MCD 67.15 2.62 0.23 0.23 80.43 4.53 0.58 0.59
HD 240.53 25.71 1.66 1.66 2.68 44.67 5.43 5.30

Table 3. Comparisons with losses based on pre-trained networks.
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2.1 Comparisons on Point Cloud Completion

To make a more convincing evaluation for our method, we also conduct com-
parisons on point cloud completion, which is a task similar with point cloud
reconstruction. Point cloud completion networks predict point clouds as identi-
cal as possible to the ground truth completed point clouds from partial input
point clouds, which also needs to be trained with shape losses. In this section,
we select two popular point cloud completion networks PCN [5] and CRN [4],
and replace their adopted losses for completed results with our LNSA. We re-
train different methods based on the 2048 points dataset provided by CRN and
compared performances based on data normalized to -1∼1, where we use four
metrics CD, EMD from PCN [5] and MCD, HD to evaluate the completion per-
formances. The results are presented in Table 4. We can see that both completion
networks can achieve better performances after training with LNSA, which con-
firms our method is quite effective. We also present some qualitative comparisons

Network PCN CRN

Metrics CD EMD MCD HD CD EMD MCD HD

w/o LNSA 4.44 12.13 0.58 3.51 4.52 12.47 0.54 3.45
w/ LNSA 4.36 11.52 0.48 3.20 4.06 11.19 0.42 3.07

Table 4. Comparisons on point cloud completion. * denotes training with LNSA.

on CRN [4] trained with or without LNSA to visualize the main differences. The
results are presented in Fig. 2. We can see that LNSA can help the network
improve the completion performances on the bounding contours as circled.

Fig. 2. Qualitative results on completion.
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3 Comparison on Noised data

To further verify the effectiveness of PCLossNet, we also conduct experiments on
noised objects from ShapeNet and real-world Scannet, where we add Gaussian
noises σ = 0.02, 0, 04, 0.06 to ShapeNet. The quantitative results are presented
in Table 5 and 6, where the qualitative results are presented in Fig.3. We can
see that our method LNSA still have better performances on the noisy objects,
which further confirms its robustness.

Noise 0.02 0.04 0.06

Metric MCD↓ HD↓ MCD HD MCD HD

CD 0.33 1.92 0.41 2.32 0.52 3.07
EMD 0.25 2.23 0.29 2.44 0.37 3.01
LNSA 0.23 1.70 0.28 2.14 0.36 2.99

Table 5. Comparisons on noised objects from ShapeNet.

RecNet AE LAE

Metrics CD EMD LNSA CD EMD LNSA

MCD ↓ 0.51 0.42 0.38 0.30 0.34 0.12
HD ↓ 3.72 3.88 3.36 0.99 4.03 0.59

Table 6. Comparisons on noised objects from ShapeNet.

Fig. 3. Qualitative results on Scannet based on LAE reconstruction network.
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4 More Reconstruction Results

To further display the differences between our methods and matching losses, we
present more qualitative results on multiple reconstruction networks in Fig. 4
and Fig. 5. We can see our methods can help reconstruct more accurate details.

Fig. 4. More qualitative results on strong local feature-based reconstruction networks.
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Fig. 5. Qualitative results on different global feature-based reconstruction networks.
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