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1 Ray-based Transformer

1.1 Detailed architecture

The detailed description of the Ray-based Transformer adopted in GitNet, with
positional encodings passed at each attention layer, is given in Fig. 1.1. The
perspective image features F j

i , i.e., the j-th column of the i-th level of pyramid
features, are passed through the transformer encoder (Column Context Aug-
ment, CCA), together with perspective positional encoding that are added to
queries and keys at every multi-head self-attention layer. Then, the decoder
(Ray-based Cross-Attention, RCA) receives queries, that are initialized as the

pre-alined features Sj
i , along with the BEV positional encoding, and the output

of encoder F̃ j
i , along with the perspective positional encoding, and produces the

refined features S̃j
i through multi-head cross-attention.

1.2 Positional Encoding

2D positional encoding As the transformer is unable to distinguish the posi-
tion of elements, we add positional encoding to the Keys and Queries following
[1, 2]. The 2D positional encoding map have the same shape with the input fea-
tures, that denotes as P ∈ RH×W×d, where d is the channel number, H and
W are the height and width of input features, at horizontal and vertical direc-
tion, respectively. We encode horizontal position in the first half of d channels,
and the vertical positions in the second half channels. Suppose the u ∈ [0,W )
and v ∈ [H) denotes the row and column index, then the horizontal positional
encoding at the point of (u, v)is:

Ph(u, v, 2i) = sin(u/100004i/d)

Ph(u, v, 2i+ 1) = cos(u/100004i/d)
(1)
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Fig. 1. Architecture of Ray-based Transformer.

The vertical positional encoding is:

Pv(u, v, 2i+ d/2) = sin(v/100004i/d)

Pv(u, v, 2i+ 1 + d/2) = cos(v/100004i/d)
(2)

Where i ∈ [0, d) is the channel index. We concatenate the positional encoding at
two directions to get the whole 2D positional encoding, that is P = Cat(Ph, Pv).
PV and BEV positional encoding Both our perspective-view (PV) and
birds-eye-view (BEV) positional encoding follow the paradigm of 2D positional
encoding detailed above. The only difference is that PV positional encoding has
the same spatial size with image features, while the BEV positional encoding
has spatial size of rasterized BEV map.

1.3 What does the cross-attention see?

To explore how the cross-attention module works in our framework, we visual-
ized the attention maps of a representative sample, as shown in Fig. 1.2. As our
ray-based transformer computes the cross-attention between every query point
in the BEV and the corresponding column of the perspective image features,
a lateral query line cross all columns/rays (white query line in Fig. 1.2) pro-
duces the attention maps of the full perspective image features. We depict the
cross-attention map from three different decoder layers, which go deeper from
left to right. In the first row, the queries lie on the pedestrian crossing, 10 me-
ters away from the camera, and in the right three columns, we can observe that
the corresponding cross-attention maps mainly focus on the pedestrian crossing
region of the perspective space. When the queries line move farther,20 meters
away, the attention maps focus on upper regions of the perspective images. Since
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Fig. 2. Visualization of cross-attention map from three levels of decoder layers. In
the first column, the white line marked in BEV semantic labels denotes the queries
location at 10, 20, 30 and 40 meters away from the camera. The three columns on
the right denote the cross-attention map from the level-1 to level-3 of the transformer
decoder layers. For intuitive comparison, we superimpose the input RGB images onto
the cross-attention maps.

our pre-alignment module provides visibility-aware pre-aligned features to the
transformer, the invisible regions can be further refined by aggregating con-
textual information from other visible regions. This can be supported by the
observation that the attention maps of invisible regions tend to disperse over an
extensive region, while attentions maps of visible ground mostly focus a certain
point. In the fourth row, the query line is 40 meters away, and the attention
maps are scattered in the invisible regions that occluded by the building and
cars.
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Fig. 3. Visualization of samples under three conditions including light, rainy and dark.
.

2 Robustness under Different Conditions

In Fig. 1.3, we depict additional visualization results by selecting samples from
the validation set of nuScenes including three different weather conditions: light,
rainy and dark. For the purpose of practical use, our model must be able to han-
dle these various conditions. From the Fig. 1.3, our model can perform well in
the light conditions (the first group), and under the more challenging rainy con-
dition (the second group), our model can segment almost all other cars and the
complete layout of the crossroads. Under the dark condition (the third group),
our model also succeed to segment the forwarding cars, and right sidewalk which
cannot be seen clearly even for human.
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