Abstract. This draft provides extra statistical results, comparison, ablations, mathematical derivations, remaining details, and discussions to further support the claims made in the main paper. Continuing with the results presented in the main paper, we first provide remaining results on the noisy sequence. Next, we supply a more comprehensive evaluation of our method on the NRSfM challenge dataset [17]. Additionally, we show the contribution of single rotation averaging to the overall accuracy of our approach on the CMU MoCap dataset [3]. Finally, we end the draft with timing details, more visual results, theory with discussion on the rank optimization methods, and future areas for research in this direction of work.

1 More Experiments and Analysis

a) Performance on the noisy trajectory. In the main paper, we provided the statistical comparison results for the noisy Pickup trajectory sequence. Results for the remaining Akther et al. [3] sequence i.e., Yoga, Stretch and Drink sequence, with the noisy trajectories are shown in Fig.(1). We observed that our method handles the noise cases efficiently and generally outperform other competing methods.

b) Comprehensive results on the NRSfM benchmark dataset. Although the visual results are provided in the main paper, we added this qualitative 3D shape reconstruction results here for completeness. Fig.(2) show the visual outcome obtained on [17] dataset using our method, for the test frame. As demonstrated in Jensen et al. [17] work that camera trajectory type can have a noticeable difference in NRSfM algorithm’s performance. Even though the overall average reconstruction error per subject is provided in the main paper, it may not reflect the true behavior of the algorithm. Consequently, we provide a more comprehensive statistical evaluation. Table (1) shows the quantitative results obtained using our method over different types of camera motion. All in all, Flyby and Circle camera trajectory gives better performance; however, results with Tricky camera trajectory type are a bit off than other categories. Nevertheless, our method’s performance pattern is consistent with the observation made in the Jensen et al. [17] recent article on other state-of-the-art NRSfM methods.

c) Performance Comparison with GT rotation. We analyzed the fidelity of our estimated rotation against the ground-truth rotation. For that, we first
Fig. 1: **Top to bottom row:** Rotation and shape error on the noisy yoga, stretch and drink sequence trajectories, respectively. Consistently, our method show stable behaviour and provide satisfactory results. Mean and standard deviation is shown with bold and corresponding light shaded region, respectively.

Fig. 2: Qualitative Results on NRS/M challenge dataset [17]. **Top row.** Subject image. **Bottom row.** 3D reconstruction of the respective object shape.
Table 1: Object 3D shape reconstruction error reported in millimeters (mm) over different camera trajectory type. The result corresponds to the test example supplied with the dataset [17]. The results indicate that our method can efficiently handle different kinds of shape deformation with distinct camera trajectory. Also, we can observe that our evaluation over the different camera trajectory aligns well the independent study conducted by Jensen et al. [17].

considered the 3D reconstruction accuracy ($e_{3d}$) of the pseudo-inverse inverse solution i.e., $X_{init} = \text{pinv}(R)W$, using ground-truth (GT) rotation and our estimated rotation, respectively. Table (2) provides the statistical comparison for the same. It is easy to infer that the two results are almost equivalent. For us, such results were surprising as well as encouraging.

Next, we studied the performance of our shape optimization proposed in the main paper with different rotation ($R$) initialization (i) our rotation (Ours) (ii) with GT rotation (Ours$^\#$). Table (3) provide the statistical comparison for the same. The numbers suggest that our shape optimization performs better than other competing methods. Besides, using our estimated rotation we can have 3d reconstruction results which is as good as if ground-truth rotation were used, and the difference between the two is insignificant.

Table 3: Quantitative performance comparison using ($e_{3d}$) metric given ground-truth rotation. Ours, Ours$^\#$ show the statistics with our estimated rotation initialization and ground-truth rotation initialization results, respectively.

d) Effect of using our organic prior rotation compared to prior-free rotation. We conducted this extra experiment to show the contribution of our rotation estimation to the overall deforming shape 3D reconstruction. To effectively show the outcome, we conduct this experiment in two settings (i) We introduce Dai et al. rotation to our shape optimization (ii) We introduce our computed rotation to the proposed shape optimization. Table (4) show the result of this ablation. Clearly, our shape optimization provides outstanding results. Additionally, use our rotation approach, we can further enhance our results.
Table 4: Showing the contribution of our rotation averaging approach to overall performance on noise-free sequence. **Second row.** $e_{3d}$ metric obtained using our shape optimization with Dai et al. method’s rotation [8]. **Third row.** $e_{3d}$ metric using our shape optimization results with our method’s rotation. Indeed using intermediate rotation priors (organic prior) help improve the performance and works incredibly well on the noisy sequence, as shown in the main paper.

### e) Timing Details.
To provide a clear indication that we don’t sacrifice much on the computation time as compared to BMM rotation [8] estimation, we evaluated the processing time of our algorithm. The study indicate that our method’s computation time compares favorably with [8]. The reasons for that are (i) recovering column triplet and corresponding rotation can be run in parallel as each column triplet is processed independent of each other, and (ii) $L_1$ single rotation averaging algorithm is computationally fast [14], and with just 50 iterations of it for every frame gives good enough results. Table (5) provides the processing time comparison with [8] for both the parallel and sequential implementation of our method. Parallel implementation is used solely for the purpose of $K$ parallel computation of $G^k \in \mathbb{R}^{3K \times 3}$ and corresponding $R^k \in \mathbb{R}^{2F \times 3}$. The supplied computation time is observed on MATLAB (R2020b)/C++ running on a desktop machine with Linux OS and 32GB RAM. For all of the CMU MoCap sequence [3,32], our computation time is slightly more than the BMM [8]. Yet, there is an exception for e.g., for the shark sequence our method gives better timing performance. That is because our shape optimization converges faster than BMM [8] shape optimization, at the same time, the value of $K$ and number of frames for this example is relatively small.

Table 5: Timing details of our algorithm are compared to BMM original implementation [7]. The above statistics are the overall time taken by the algorithm for computing both the rotation and the shape. The above numbers are in seconds. Executing the code at different times can provide slightly different execution time; hence, we also put the corresponding expected variance up to 2 decimal places. Our Method (P) represent the processing time for the parallel implementation and Our Method (S) is for sequential implementation, respectively.

For comparison, we could have included other methods; yet we confine ourselves to the prior-free method as our approach is well aligned with it. Also, it indicates the computation overhead by using organic priors rather than no prior.

### f) Comparison with few other methods on CMU MoCap dataset.
Based on the recommendation of the reviewer, we added some more statistical
Fig. 3: Qualitative Results on Garg et al. [10] Real Video Sequence. **Top row:** Example Input Image Sequence. **Bottom row:** Reconstructed 3d shape of the corresponding frame in the video sequence.

The statistical results show that our method despite being simple provides exemplary 3D reconstruction accuracy.

**Dataset (noise-free)**

<table>
<thead>
<tr>
<th></th>
<th>Drink</th>
<th>Pickup</th>
<th>Yoga</th>
<th>Stretch</th>
<th>Dance</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-Bézier [1]</td>
<td>0.009</td>
<td>0.138</td>
<td>0.111</td>
<td>0.062</td>
<td>0.143</td>
</tr>
<tr>
<td>SEA [2]</td>
<td>0.011</td>
<td>0.235</td>
<td>0.158</td>
<td>0.084</td>
<td>0.229</td>
</tr>
<tr>
<td>Separable ST [31]</td>
<td>0.009</td>
<td>0.170</td>
<td>0.111</td>
<td>0.094</td>
<td>0.134</td>
</tr>
<tr>
<td>Ours</td>
<td>0.007</td>
<td><strong>0.015</strong></td>
<td><strong>0.012</strong></td>
<td><strong>0.012</strong></td>
<td>0.120</td>
</tr>
</tbody>
</table>

The statistical results show that our method despite being simple provides exemplary 3D reconstruction accuracy.

**Results on Real Dense Sequence.** We used Garg et al. [10] dataset sequence for dense 3d reconstruction on real-world example images. Unfortunately, no ground-truth data is available for its statistical evaluation, and therefore, we show the qualitative results obtained on these sequences in Fig.(3).

## 2 Single Rotation Averaging for NRSfM

In this work, we use the theory of single rotation averaging for NRSfM problem. In particular $L_1$ single rotation averaging. To our knowledge, rotation averaging until now in the vision field is applied to rigid structure from motion [12,15]. Our work shows that rotation averaging is equally important to NRSfM problem.
Despite rotation averaging under the $L_2$ norm is widely studied and put to use [28], $L_1$ averaging averaging show markedly improved results [15]. It is well understood that $L_1$ mean (geometric median) is generally more robust to outliers than $L_2$ mean. In the context of NRSfM, we have absolute rotation prior $\mathbf{R}^k \in \mathbb{R}^{3F \times 3}$ for every column triplet $\mathbf{G}^k$. After registration to the reference rotation, some of them become turn out to be outliers; therefore, we must resort to the robust estimator for rotation averaging. Unfortunately, we don’t have a closed-form solution to the $L_1$ single rotation averaging. Nonetheless, we have an effective and fast iterative Weiszfeld algorithm to solve $L_1$ single rotation averaging [14]. For rigorous details on theory and convergence analysis, refer to Hartley et al. rotation averaging tutorial [15].

2.1 Why single rotation averaging helps?

Averaging helps because we now have more evidence for per frame rotation that can help refine the solution. The first corrective triplet rotation solution gives one of the possible solutions, and it cannot guarantee the best plausible rotation that could be recovered from the matrix factorization theory to NRSfM, as shown recently by Kumar [19]. In our case, we have $K$ rotation evidence per frame. We initialize the $L_1$ averaging with the median of the registered sample (Eq.6) than blindly average it with the first corrective triplet rotation prior as initialization (see Algorithm 1 of the main paper). Such a strategy treats some prior rotations as outliers; hence provide us with the robust estimation of rotation [27]. Further, as quoted in [14] “The geometric median has a breakdown point of 0.5. That is, up to half of the sample data may be arbitrarily corrupted, and the median of the sample will still provide a robust estimation for the location of the uncorrupted data”.

3 Shape optimization

In this section, we show the derivation of the closed form solution derivation of the shape variables i.e., $\mathbf{X}$, $\mathbf{X}^\dagger$ used in ADMM optimization. The overall cost function for shape optimization presented in the main paper is as follows

$$
\mathcal{L}_\rho(\mathbf{X}, \mathbf{X}^\dagger) = \frac{1}{2}\|\mathbf{W} - \mathbf{RX}\|_F^2 + \mu\|\mathbf{X}^\dagger\|_{r=N,\theta}^2 + \frac{\rho}{2}\|\mathbf{X}^\dagger - \Phi(\mathbf{X})\|_F^2 + <\mathbf{Y}, \mathbf{X}^\dagger - \Phi(\mathbf{X})> 
$$

(1)
(a) **Closed form solution to** $X$: Assuming $X^\sharp$ as constant Eq.(1) can be written as

$$X \approx \arg\min_X {\frac{1}{2}} \|W - RX\|_F^2 + \frac{\rho}{2} \|X^\sharp - \Phi(X)\|_F^2 + < Y, X^\sharp - \Phi(X) >$$

Since $\Phi(.)$ is a linear one-to-one function, we can re-write the above equation as

$$\approx \arg\min_X {\frac{1}{2}} \|W - RX\|_F^2 + \frac{\rho}{2} \|\Phi^{-1}(X^\sharp) - X\|_F^2 + < \Phi^{-1}(Y), \Phi^{-1}(X^\sharp) - X >$$

$$\approx \arg\min_X {\frac{1}{2}} \|W - RX\|_F^2 + \frac{\rho}{2} \left[ \|\Phi^{-1}(X^\sharp)\|_F^2 + \|X\|_F^2 - 2Tr(\Phi^{-1}(X^\sharp)^T X) \right] + Tr(\Phi^{-1}(Y))^T(X^\sharp - X)$$

Now, dropping the terms that do not involve $X$ variable.

$$\approx \arg\min_X {\frac{1}{2}} \|W - RX\|_F^2 + \frac{\rho}{2} \left[ \|X\|_F^2 - 2Tr(\Phi^{-1}(X^\sharp)^T X) \right] - Tr(\Phi^{-1}(Y))^T X$$

Using the trace property, $Tr(AX) = Tr(XA)$

$$\approx \arg\min_X {\frac{1}{2}} \|W - RX\|_F^2 + \frac{\rho}{2} \left[ \|X\|_F^2 - 2Tr(\Phi^{-1}(X^\sharp)^T X) \right] - Tr(\Phi^{-1}(Y))^T X$$

Adding the constant to get a better form for optimization

$$L_\rho(X, X^\sharp) \approx \arg\min_X {\frac{1}{2}} \|W - RX\|_F^2 + \frac{\rho}{2} \left[ \|X\|_F^2 - 2Tr(\Phi^{-1}(X^\sharp)^T X) + \frac{\Phi^{-1}(Y)}{\rho} \right]$$

To get the closed form solution for $X$, we differentiate the above term $L_\rho(X, X^\sharp)$ w.r.t $X$ and equate it to zero i.e., $\frac{\partial L}{\partial X} = 0$. By performing that, we get the following:

$$(R^T R + \rho I)X = R^T W + \rho \left( \Phi^{-1}(X^\sharp) + \frac{\Phi^{-1}(Y)}{\rho} \right)$$

Therefore,

$$X = \left( R^T R + \rho I \right)^{-1} \left[ R^T W + \rho \left( \Phi^{-1}(X^\sharp) + \frac{\Phi^{-1}(Y)}{\rho} \right) \right]$$
(b) Derivation of solution to $X^\sharp$: Assuming $X$ as constant Eq.(1) can be written as

$$X^\sharp \approx \arg \min_{X^\sharp} \mu \|X^\sharp\|_r = N, \theta + \frac{\rho}{2} \|X^\sharp - \Phi(X)\|^2_F + \langle Y, X^\sharp - \Phi(X) \rangle$$

$$ \approx \arg \min_{X^\sharp} \mu \|X^\sharp\|_r = N, \theta + \frac{\rho}{2} \left[ \|X^\sharp\|^2_F + \|\Phi(X)\|^2_F - 2 Tr(Y^T \Phi(X)) \right] + $$

$$ Tr(Y^T X^\sharp) - Tr(Y^T \Phi(X)) $$

$$ \approx \arg \min_{X^\sharp} \mu \|X^\sharp\|_r = N, \theta + \frac{\rho}{2} \|X^\sharp - \left( \Phi - \frac{Y}{\rho} \right) \|^2_F $$

For simplicity and clarity on the symbols for the derivation, assume $X^\sharp = P$ and $(\Phi - \frac{Y}{\rho}) = Q$, and $\frac{\mu}{\rho} = \tau$. Substituting, the symbol in the above equation gives

$$ \arg \min_P \tau \|P\|_r = N, \theta + \frac{1}{2} \|P - Q\|^2_F $$

Eq.(7) optimization has form similar to the one introduced by Oh et al. [29] on partial sum minimization of singular values. Yet, on the contrary, we have weight priors for the singular values greater than $N$ for optimization.

**Theorem 1.** If the optimization problem has the following form

$$ \arg \min_P \tau \|P\|_r = N, \theta + \frac{1}{2} \|P - Q\|^2_F $$

where, $\tau > 0$ and $P, Q \in \mathbb{R}^{m \times n}$ be real valued matrices which can be decomposed by Singular Value Decomposition (SVD). Then, the optimal solution can be expressed by the Partial Singular Value Thresholding (PSVT) operator defined as follows in [29]:

$$ P_{N, \tau}[Q] = U_Q (\Sigma_Q + S_\tau[\Sigma_Q]) V_Q^T $$

where, $\Sigma_Q = \text{diag}(\sigma_1, \sigma_2, ..., \sigma_N, ..., 0)$ and $\Sigma_{Q2} = \text{diag}(0, ..., \sigma_{N+1}, ..., \max(m, n))$. Symbol $S_\tau$ is the soft-thresholding operator defined as $S_\tau(\sigma) = \text{sign}(\sigma) \max(|\sigma| - \tau, 0)$. $Q = U_Q (\Sigma_Q + \Sigma_{Q2}) V_Q^T$

**Proof:** Let $r = \min(m, n)$ and $U_P \Sigma_P V_P^T = \sum_{i=1}^r \sigma_i(P) u_i v_i^T$, where $\Sigma_P = \text{diag}(\sigma(P))$ with $\sigma(P) = [\sigma_1(P), ..., \sigma_r(P)]$ contains the non-increasing singular

---

1 We are deriving here in the supplementary material for completeness. Readers may refer to [29] for more comprehensive discussion and related proofs.
values of $P$. Using such algebraic relations, Eq.(8) optimization function w.r.t $P$ variable can be re-written as follows:

$$\arg\min_P \tau \sum_{i=N+1}^r \sigma_i(P) + \frac{1}{2} \|Q\|_2^2 + \frac{1}{2} \sum_{i=1}^r (-2\sigma_i(P)u_i^TQv_i + \sigma_i(P)^2)$$  \hspace{1cm} (10)

Since the optimization is w.r.t, $P$, variable $Q$ does not affect the optimization. This leads to the following minimization problem

$$\arg\min_P \tau \sum_{i=N+1}^r \sigma_i(P) + \frac{1}{2} \sum_{i=1}^r (-2\sigma_i(P)u_i^TQv_i + \sigma_i(P)^2)$$  \hspace{1cm} (11)

For our problem setup, using the von Neumann’s lemma on the inner product of matrices [13,29] i.e., $(P,Q) \leq (\sigma(Q),\sigma(Q))$, the upper bound of $u_i^TQv_i$ can be set as $\max\{u_i^TQv_i\}$, which is equal to $\sigma_i(Q)$ $\forall$ $i$ when $U_P = U_Q$ and $V_P = V_Q$. The lower envelope of Eq.(11) is obtained at $U_P = U_Q$ and $V_P = V_Q$. Consequently, Eq.(11) optimization depends only singular values of $P$ i.e., $\Sigma_P$, leading to the following optimization function:

$$\arg\min_P \tau \sum_{i=N+1}^r \sigma_i(P) + \frac{1}{2} \sum_{i=1}^r (-2\sigma_i(P)\sigma_i(Q) + \sigma_i(P)^2)$$

$$= \frac{1}{2} \left( \sum_{i=N+1}^r (2\tau\sigma_i(P) - 2\sigma_i(P)\sigma_i(Q) + \sigma_i(P)^2) + \sum_{i=1}^N (-2\sigma_i(P)\sigma_i(Q) + \sigma_i(P)^2) \right)$$  \hspace{1cm} (12)

As shown before [29] the minimum of Eq.(12) is obtained at $\hat{\Sigma}_P = \text{diag}(\hat{\sigma}(P))$ (first order optimality condition), where

$$\hat{\sigma}_i(P) = \begin{cases} \sigma_i(Q), & \text{if } i < N + 1 \\ \max(\sigma_i(Q) - \tau, 0), & \text{otherwise} \end{cases}$$  \hspace{1cm} (13)

The above solution exactly corresponds to the PSVT operator as defined in Eq.(9) utilizing the von Neumann’s lemma [29, 30] i.e., $P^* = U_Q\Sigma_PV_Q$. Re-writing, it using shrinkage operator $U_Q(S_{Q1} + S_{\tau}[\Sigma_{Q2}])V_Q^T$.

For the NRSfM formulation, we have an additional weight prior $\theta$ due to the pseudo-inverse solution of $X$, which we used for optimization. In our optimization (Eq.14 in the main paper), we substitute $\tau = \frac{\theta}{\rho}$ and $N = 1$. The point to note is that by weighting the initial singular value prior for the shape matrix $X^2$ optimization, the criteria for the optimality on the weighted nuclear norm minimization do not change i.e., the weights still satisfy the criteria $0 \leq w_1 \leq w_2 \ldots \leq w_n$ and $\sigma_1 \geq \sigma_2 \ldots \geq \sigma_n \geq 0$. The only difference is we do not penalise the first singular value of the shape during minimization. And therefore, it can be regarded as the special case of weighted nuclear norm minimization [6,9,13]. For
our problem, we exploited the initial shape prior to encourage the proposed optimization to better meet the target rank constraint. Generally, for NRS/M case \( N = 1 \) works well.

Although Eq. (6) is a non-convex optimization problem, minimizing it using PSVT operator via ADMM—which has shown effectiveness for many non-convex computer vision problems [4, 33], gives highly satisfactory results. Fig. 4 clearly show the our shape optimization provides better minima than weighted nuclear norm minimization methods i.e., R-BMM [19], AOW [16]. In Algorithm Table 1, we provide the pseudo code of the proposed idea for better understanding of our approach.

4 Partial Sum Minimization of Singular Values: Intuition

In NRS/M, it is generally the case that the shape spans a low-rank space which can be less than the assumed \( K \) or \( 3K \) (depending on the previous works that dealt with the rank of the shape) [5] [34] [3] [8]. Therefore, using nuclear norm minimization to recover rank \( K \) shape solution can unfavorably affect the outcome of NRS/M factorization.

As demonstrated in several NRS/M factorization work, the shape may lie in a space that is much lower than \( K \). Hence, outliers are included as inliers in the solution space for nuclear norm minimization can lead to questionable results after the optimization. Further, the nuclear norm minimization for the low-rank shape minimizes the rank, including the singular values within the space’s true
Algorithm 1: Pseudo code of our approach

```matlab
% Pseudo code of our approach.
%% Input
[W, K] = read_the_input_and_suitable_K('dataset_name');

%% mean centralize the measurement matrix.
Wm = mean(W, 2);
W = W - Wm * ones(1, size(W, 2));

%% get the important intermediate information.
[F, P] = size(W); F = F/2;

%% Initialize the variable
epsilon_t = 1e-3; lambda = 1.1; xi = 5e-3; gamma = 1e-6; rho = 1e-4;

delta = 0.05; rho_max = 1e10; epsilon = 1e-10;
Y = zeros(F, 3*P);

%% estimate the rotation matrix
[GK] = compute_the_correction_matrix(W, K);
[RK] = recover_rotation_from_correction(W, K, GK);
[R_avg] = perform_rotation_averaging(RK, delta, epsilon_t);

R = orthographic_rotation_per_frame(R_avg, F, P);

%% estimate the shape matrix
% get the initial shape prior and corresponding initial weights (in the main Eq.9 main).
X_init = pinv(R) * W;

% in the main Eq.9 main).
[l, sigma, ~] = svd(Phi(X_init), 'econ');
c = xi * sqrt(sigma(1, 1));

[n, ~] = size(sigma);
Theta = eye(n, n) .* repmat(c./(diag(sigma) + gamma), [1, n]);

% initialize some other variables
mu = 1.0; % regularization parameter.
Xs = g(X_init); % initialize the transformed shape
I = eye(3*F); % initialize the iteration value.
N = 1; % for the first component.
Theta = zeros(N); % preserve the first component.
datafit_val = [];

% ADMM optimization
while (true)

% solve for X
X = solveX(W, R, Xs, I, Y, rho);

% solve for X^\sharp
Xs = solveXs_preserve_component(X, Y, rho, mu, Theta, N);

% update lagrange multiplier
Y = Y + rho*(Xs - g(X));

% check for the gap
gap = max(max(abs(Xs - g(X))));

% check for convergence and break;
if (gap < epsilon || rho >= rho_max)
break;
else
rho = min(rho_max, lambda*rho);
end

% print the intermediate statistics
fprintf('Iteration number = %d \n', iter);
fprintf('The value of current rho = %f \n', rho);
iter = iter + 1;
end

return X;
```
rank, which can really hurt the performance. Consequently, WNN minimization provides a good alternative for recovering better results [19] [16]. On the contrary, the proposed shape matrix optimization approach takes a more noticeable step that the first singular values of the pseudo-inverse shape solution is more often than not gives a very good prior on the shape, so why not preserve it.

Concretely, our shape optimization attempts to find a mid-way between the partial sum minimization of singular value and WNN in NRSfM for better shape recovery. The proposed method pushes the shape optimization towards a good solution by exploiting the organic shape prior so that it does not minimize the subspace variance within the given $N$. We demonstrated it empirically in the main paper that $N = 1$ suits the NRSfM case since we don’t know the exact rank of the deforming shape apriori in NRSfM unlike photometric stereo ($N = 3$), rigid SfM ($N = 3$), and other low-level vision problems.

5 Discussion and critical observation with NRSfM

Similar to other available NRSfM algorithms, our method’s performance varies with different camera trajectory types [17]. Finally, a large part of success in NRSfM is due to the development in the optimization methods assuming that image key-point correspondence is correct or reasonably accurate. So, our results are as good as image feature correspondences, yet image feature correspondence in itself is a challenging vision task.

One critical avenue of inspection with our method or other similar methods is the rank minimization approach to NRSfM [19, 21, 29, 35]. As mentioned above, ADMM based minimization may provide a sub-optimal solution for non-convex NRSfM formulation. Still, time and again, it has been observed practically that the rank minimization-based statistical approaches provides better results without theoretical global optimal guarantees [17, 21]. For instance, if we look into recent Jensen et al. [17] benchmark results in Table 5, the top method i.e.; “Multi-body” [21, 22] is a non-convex optimization algorithm with no theoretical global minimum guarantees for the shape optimization, yet it demonstrated state-of-the-art results for most of the object categories.
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