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Fig. 1: Given a single RGB-D observation, our method, ShAPO, infers 6D pose and
size, 3D shapes and appearance of all objects in the scene. Results shown on novel
real-world scene in NOCS [54].

Abstract. Our method studies the complex task of object-centric 3D
understanding from a single RGB-D observation. As it is an ill-posed
problem, existing methods suffer from low performance for both 3D
shape and 6D pose and size estimation in complex multi-object scenarios
with occlusions. We present ShAPO, a method for joint multi-object de-
tection, 3D textured reconstruction, 6D object pose and size estimation.
Key to ShAPO is a single-shot pipeline to regress shape, appearance
and pose latent codes along with the masks of each object instance,
which is then further refined in a sparse-to-dense fashion. A novel
disentangled shape and appearance database of priors is first learned to
embed objects in their respective shape and appearance space. We also
propose a novel, octree-based differentiable optimization step, allowing
us to further improve object shape, pose and appearance simultaneously
under the learned latent space, in an analysis-by-synthesis fashion.
Our novel joint implicit textured object representation allows us to
accurately identify and reconstruct novel unseen objects without having
access to their 3D meshes. Through extensive experiments, we show that
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our method, trained on simulated indoor scenes, accurately regresses
the shape, appearance and pose of novel objects in the real-world with
minimal fine-tuning. Our method significantly out-performs all baselines
on the NOCS dataset with an 8% absolute improvement in mAP for 6D
pose estimation.

Keywords: Implicit Representations; 3D Shape and Texture Recon-
struction; 6D Pose Estimation; Octree-based Differentiable Optimization

1 Introduction

Holistic 3D object understanding [31, 60] from a single RGB-D observation has
remained a popular yet challenging problem in computer vision [11, 14, 61] and
robotics [9, 16, 19, 25]. The capability to infer complete object-centric 3D scene
information has benefits in robotic manipulation [6,16,19,25], navigation [17,18]
and augmented reality. This task demands that the autonomous robot reasons
about the 3D geometry of objects from partially observed single-view visual data,
infer a 3D shape and 6D pose and size ( i.e. 3D orientation and position) and
estimate the appearance of novel object instances. Despite recent progress, this
problem remains challenging since inferring 3D shape from images is an ill-posed
problem and predicting the 6D pose and 3D scale can be extremely ambiguous
without having any prior information about the objects of interest.

Prior works on object-centric scene understanding have attempted to ad-
dress this challenge in various ways: object pose understanding methods obtain
3D bounding box information without shape details. Most prior works in object-
pose estimation cast it as an instance-level [21, 41, 57] 3D object understanding
task as opposed to category-level. Such methods [39,50,53], while achieving im-
pressive results, rely on provided 3D reconstructions or prior CAD models for
successful detection and pose estimation. Category-level approaches [47, 51, 54],
on the other hand, rely on learned shape and scale priors during training, making
them much more challenging. Despite great progress in category-level pose esti-
mation, the performance of these approaches is limited due to their incapacity
to express shape variations explicitly. Object-centric scene-level reconstruction
methods [20,33,55] recover object shapes using 2D or partial 3D information for
scene reconstruction. However, most methods are limited in their ability to re-
construct high quality shapes in a fast manner (i.e. the studied representation is
either voxel-based which is computationally inefficient [13] or point-based which
results in poor reconstruction quality [5, 8]).

For holistic scene-level reconstruction, only predicting shapes in an isolated
manner [13, 24, 58] may not yield good results due to the challenges of aligning
objects in the 3D space, reasoning about occlusions and diverse backgrounds. To
the best our knowledge, fewer works have tackled the problem of joint shape re-
construction with appearance and object-centric scene context (i.e. 3D bounding
boxes and object pose and sizes) for a holistic object-centric scene understanding.

Motivated by the above, we present ShAPO: Implicit Representations for
Multi-Object Shape, Appearance, and Pose Optimization, an end-to-end method
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unifying accurate shape prediction and alignment with object-centric scene con-
text. As shown in Figure 1, we infer the complete 3D information of novel object
instances (i.e. 3D shape along with appearance and 6D pose and sizes) from a
single-view RGB-D observation; the results shown in Figure 1 are on a novel
scene from the NOCS [54] dataset. In essence, our method represents object
instances as center key-points [7, 16, 25] in a spatial 2D grid. We regress the
complete 3D information i.e. object shape and appearance codes along with the
object masks and 6D pose and sizes at each objects’ spatial center point. A novel
joint implicit shape and appearance database of signed distance and texture field
priors is utilized, to embed object instances in a unique space and learn from a
large collection of CAD models. We further utilize differentiable optimization of
implicit shape and appearance representation to iteratively improve shape, pose,
size and appearance jointly in an analysis-by-synthesis fashion. To alleviate the
sampling inefficiency inherent in signed distance field shape representations, we
propose a novel octree-based point sampling which leads to significant time and
memory improvements as well as increased reconstruction quality.

Our contributions are summarized as follows:

– A generalizable, disentangled shape and appearance space coupled
with an efficient octree-based differentiable optimization procedure
which allows us to identify and reconstruct novel object instances without
access to their ground truth meshes.

– An object-centric scene understanding pipeline relying on learned
joint appearance and implicit differentiable shape priors which achieves
state-of-the-art reconstruction and pose estimation results on benchmark
datasets.

– Our proposed approach significantly outperforms all baselines for 6D pose
and size estimation on NOCS benchmark, showing over over 8% absolute
improvement in mAP for 6D pose at 10◦ 10 cm.

2 Related Work

In essence, our proposed method infers 3D shape along with predicting the 3D
appearance and 6D pose and sizes of multiple object instances to perform object-
centric scene reconstruction from a single-view RGB-D, so it relates to multiple
areas in 3D scene reconstruction, object understanding and pose estimation.
Neural Implicit Representations: 3D shape and appearance reconstructions
has recently seen a new prominent direction to use neural nets as scalar fields
approximators instead of ConvNets. The first works of this class are notably
DeepSDF [36], Occ-Net [29], and IM-Net [4]. These works use coordinate based
representation to output either an occupancy estimate or a continuous SDF
value, encoding the object’s surface given a 3D coordinate. Improving this di-
rection further, MeshSDF [42], NGLOD [48] and Texture fields [34] employed
end-to-end differentiable mesh representation, efficient octree representation and
implicitly representing high frequency textures respectively. In our pipeline, we
build a differentiable database of shape and appearance priors based on the latest
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advances in neural implicit representations. Our pipeline is end-to-end differen-
tiable and abstains from the expensive Marching Cubes computation at every
optimization step. Our database stores not only the geometries of the objects
in the form of signed distance fields, but also their appearance in the form of
texture fields, allowing us to model multiple categories through a single network
while also considering test-time optimization of shape, pose and appearance.
Object-centric Reconstruction: 3D object reconstruction from a single-view
observation has seen great progress to output pointclouds, voxels or meshes [4,
29,36]. Similarly, scene representation has been extended to include appearance.
SRN [45], DVR [33] learn from multi-view images by employing ray-marching
routine and differentiable rendering respectively. Recently, NeRF [30] propose to
regress density and color along a ray and perform volumetric rendering to obtain
true color value. Most NeRF-based methods [27,32,35] overfit to a single scene,
do not promise generalizability and requires dense viewpoint annotations. Our
pipeline, on the other hand, is capable of reconstructing shapes, appearances
and inferring the 6D pose and sizes of objects never seen during training from a
single-view RGB-D and is also not limited to viewpoints seen during training.
6DoF Object Pose and size estimation works use direct pose regression [16,
21, 53, 57], template matching [22, 46, 49] and establishing correspondences [12,
15, 37, 43, 54]. However, most works focus only on pose estimation and do not
deal with shape and appearance retrieval and their connection to 6D pose. We
instead propose a differentiable pipeline to improve the initially regressed pose,
along with the shape and appearance, using our novel octree-base differentiable
test-time optimization.

3 Method

ShAPO is an end-to-end learning-based holistic object-centric scene understand-
ing method that infers 3D shape along with the 6D pose, size and appearance of
multiple unknown objects in an RGB-D observation. ShAPO tackles the detec-
tion, localization and reconstruction of all unknown object instances in 3D space.
Such a goal is made possible by three components: 1) A single-shot detection and
3D prediction module that detects multiple objects based on their center points
in the 2D spatial grid and recovers their complete 3D shapes, 6D pose and sizes
along with appearance from partial observations. 2) An implicit joint differen-
tiable database of shape and appearances priors which is used to embed objects
in a unique space and represent shapes as signed distance fields (SDF) and
appearance as continuous texture fields (TF). 3) A 2D/3D refinement method
utilizing an octree-based coarse-to-fine differentiable optimization to improve
shape, pose, size and appearance predictions iteratively.

Formally, given a single-view RGB-D observation (I ∈ Rho×wo×3, D ∈
Rho×wo) as input, ShAPO infers the complete 3D information of multiple ob-
jects including the shape (represented as a zero-level set of an implicit signed
distance field, SDF ), 6D pose and scales (P̃ ∈ SE(3), ŝ ∈ R3) and appearance
(represented as a continuous texture field, TF ). To achieve the above goal, we
employ an end-to-end trainable method. As shown in Figure 2, we first formulate
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Fig. 2: ShAPO Method: Given a single-view RGB-D observation, our method jointly
predicts shape, pose, size and appearance codes along with the masks of each object
instances in a single-shot manner. Leveraging a novel octree-based differentiable opti-
mization procedure, we further optimize for shape, pose, size and appearance jointly
in an analysis by synthesis manner.

object detection as a spatial per-pixel point detection [16, 25, 61]. A backbone
comprising of feature pyramid networks [10] is employed with a specialized head
to predict object instances as heatmaps in a per-pixel manner. Second, joint
shape, pose, size and appearance codes along with instance masks are predicted
for detected object centers using specialized heads (Section 3.1). Our combined
shape and appearance implicit differentiable database of priors is described in
Section 3.2 and the corresponding zero iso-surface based differentiable rendering
is detailed in Section 3.4. Lastly, 3D shapes along with their appearance, coupled
with 6D pose and sizes of novel objects are jointly optimized during inference to
predict accurate shapes, poses and sizes of novel object instances (Section 3.5).

3.1 Single-Shot Detection and 3D prediction

ShAPO represents object instances along with their complete 3D information
including shape, pose, appearance and size codes along with corresponding 2D
masks through their 2D location in the spatial RGB image, following [7,16,25,61].
Given an RGB-D observation (I ∈ Rho×wo×3, D ∈ Rho×wo), ShAPO predicts

object-centric heat maps Ŷ ∈ [0, 1]
ho
R ×wo

R ×1 where each detected point (x̂i, ŷi)
denotes the local maxima in the heatmap (Ŷ ). Here R denotes the heatmap
down-sampling factor, and is set to 8 in all our experiments. To predict these
heatmaps, a feature backbone based on feature pyramid networks (FPN) [23] is
utilized along with a specialized heatmap prediction head. During training, we
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find the target heatmaps by splatting the ground truth center points (xi, yi) using
the gaussian kernel N (xi, yi, σi) where σi is relative to the spatial extent of each
object (as defined by the corresponding ground truth bounding box annotation).
The network is trained to predict ground-truth heatmaps (Y ) by minimizing

MSE loss over all pixels (x, y) in the heatmap, Linst =
∑

xyg

(
Ŷ − Y

)2

. The

network also predicts object instance masks (M̂) using a specialized head (fθm)
to output M̂ ∈ Rho×wo , similar to the semantic segmentation head described
in [23]. Note that it is crucial for the network to predict masks for accurate
downstream optimization (see Section 3.4).

3.2 Joint Implicit Shape, Pose and Appearance Prediction

Once the network detects objects, it then predicts their complete 3D informa-
tion (i.e. 3D shape, 6D pose and size along with the 3D appearance) all in
a single-forward pass using specialized heads (fθsdf , fθP and fθtex) with out-

puts (Ysdf ∈ R
ho
R ×wo

R ×64, YP ∈ R
ho
R ×wo

R ×13 and Ytex ∈ R
ho
R ×wo

R ×64 respec-
tively). During training, the task-specific heads output shape code zsdf , 6D

pose P̃, scale ŝ and appearance ztex information at each pixel in the down-
sampled map (ho

R × wo

R ). For each object’s Pose (P̃) with respect to the camera

coordinate frame, we regress a 3D rotation R̂ ∈ SO(3), a 3D translation t̂ ∈
R3 and 1D scales ŝ (totaling thirteen numbers). These parameters are used to
transform the object shape from canonical frame to the 3D world. We select
a 9D rotation R̂ ∈ SO(3) representation since the neural network can better
fit a continuous representation and to avoid discontinuities with lower rotation
dimensions, as noted in [62]. Furthermore, we employ a rotation mapping func-
tion following [40] to handle ambiguities caused by rotational symmetries. The
rotation mapping function is used only for for symmetric objects (bottle, bowl,
and can) in our database during training and it maps ambiguous ground-truth
rotations to a single canonical rotation by normalizing the pose rotation. Note
that during training, ground-truth shape codes zsdf and appearance codes ztex
for each object are obtained from our novel implicit textured differentiable rep-
resentation (further described in Section 3.3).

During training, we jointly optimize for shape, pose, appearance and mask
prediction. Specifically, we minimize the masked L1 loss for shape, pose and
appearance prediction, denoted as Lsdf,Ltex,LP and a pixel-wise cross-entropy
loss for mask prediction LM =

∑ho·wo

i=1 − log M̂i

(
Mgt

i

)
where Mgt

i denotes the
ground truth category label for each pixel.

During training, we minimize a combination of these losses as follows:

L = λinstLinst + λsdfLsdf + λtexLtex + λMLM + λPLP (1)

where λ is a weighting co-efficient with values determined empirically as
lambdainst = 100 and λsdf = λtex = λP = 1.0. Note that for shape, appearance
and pose predictions, we enforce the L1 loss based on the probability estimates
of the Gaussian heatmaps (Y ) i.e. the loss is only applied where Y has a score
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greater than 0.3 to prevent ambiguity in the space where no object exists. We
now describe the shape and appearance representation utilized by our method.

3.3 Implicit textured differentiable database of priors

We propose a novel joint implicit textured representation to learn from a large
variety of CAD models and embed objects in a concise space. This novel repre-
sentation (as shown in Figure 2 and Figure 3) is also used as a strong inductive
prior to efficiently optimize the shape and appearance along with the pose and
size of objects in a differentiable manner (Section 3.4). In our implicit textured
databse of shape and appearance priors, each object shape is represented as a
Signed Distance Field (SDF) where a neural network learns a signed distance
function G(x, zsdf ) = s : zsdf ∈ R64, s ∈ R for every 3D point x ∈ R3 and
the appearance is represented as Texture Fields (tθ : R3 → R3) which maps a
3D point x ∈ R3 to an RGB value c ∈ R3. Since the mapping between coordi-
nates and colors is ambiguous without shape information, we propose to learn
a texture field only at the predicted shape i.e. tθ(x, zsdf , ztex) = c, ztex ∈ R64.
The SDF function (G) implicitly defines the surface of each object shape by the
zero-level set G(.) = 0. To learn a shape-code (zsdf ) and texture code (ztex) for
each object instance, we design a single MLP (multi-layer perceptron) each for
shape (to reason about the different geometries in the database) and texture (to
predict color information given shape and texture codes). Through conditioning
the MLP output on the latent vector, we allow modeling multiple geometries
and appearances using a single network each for shape and appearance. Each
MLP is trained separately using the supervised ground-truth reconstruction loss
LSDF and LRGB as follows:

LSDF = |clamp (G(x, zsdf ), δ)− clamp (sgt, δ)|+ Lcontrastive(zsdf ) (2)

LRGB =

N∑
n=1

∥cgt − tθ(x, zsdf , ztex)∥22 (3)

where LSDF is a combination of a clipped L1 loss between ground-truth
signed-distance values sgt and predicted SDF G(x, zsdf ) and a contrastive
loss Lcontrastive = [mpos − sp]+ + [sn −mneg ]+. As shown by the t-SNE em-
beddings [28] (Figure 3) for the latent shape-code (zsdf ), the contrastive loss
helps with disentangling the shape space nicely and leads to better downstream
regression in the single-shot model (Section 3.2). Once we train the implicit
shape auto-decoder, we use the learned shape space zsdf to minimize the color
loss LRGB which is defined as an MSE loss between predicted color at the sur-
face tθ(x, zsdf , ztex) and ground-truth color cgt.

We use 3D textured models from the CAD model repository Shapenet [1] to
learn our databse of shape and texture priors. Once trained, the MLP networks
for both shape and appearance find a disentangled space for color and geometry
while keeping semantically-similar objects together (Figure 3) and provides us
with strong priors to be used for 2D and 3D optimization (described in Section
3.4).
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Fig. 3: Deep Implicit shape space for NOCS object Categories

3.4 Differentiable Optimization

A key component of ShAPO is the optimization scheme allowing to refine ini-
tial object predictions with respect to the pose, scale, shape, and appearance.
Inspired by sdflabel [59], we develop a new differentiable and fast optimization
method. Instead of using mesh-based representations, we rely entirely on implicit
surfaces, which not only helps us avoid common connectivity and intersection
problems, but also provides us full control over sampling density.

Surface Projection Given input grid points xi and estimated SDF values si,
we aim to find a differentiable transformation to extract the object surface en-
coded in zsdf . A trivial solution would be to simply threshold points with SDF
values more than a certain threshold. However, this procedure is not differen-
tiable with respect to the input latent vector zsdf . Instead, we utilize the fact
that deriving an SDF value si with respect to its input coordinate xi yields a
normal at this point, which can be computed in a single backward pass:

ni =
∂G(xi; zsdf )

∂xi
. and pi = xi −

∂G(xi; zsdf )

∂xi
G(xi; zsdf ). (4)

Octree-based Point Sampling The brute force solution to recover shapes
from a learned SDF representation can be obtained by estimating SDF values
for a large collection of grid points similar to the procedure used in [59]. To
obtain clean surface projections one would then disregard all points xi outside
a narrow band (|si| > 0.03) of the surface. However, this procedure is extremely
inefficient both memory- and compute-wise — For a grid size of 603 = 216000
points, only around 1600 surface points are extracted (accounting to 0.7% of the
total number of points). We propose an Octree-based procedure to efficiently
extract points. We define a coarse voxel grid and estimate SDF values for each
of the points using our trained SDF network. We then disregard voxels whose

Fig. 4: Octree-based object extraction.
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Algorithm 1: Octree-based implicit surface extraction

Input: x ∈ R3 grid points, l ∈ L grid levels, zsdf and ztex ∈ R64 latent vectors
Output: pcd ∈ R3 surface points, nrm ∈ N3 normals, col ∈ C3 colors
/* Extract object grid (no grad) */

1 for l ∈ {1, . . . , NLoD} do
2 sdf← G(xl, zsdf ) ; // regress sdf values

3 occ← sdf < getCellSize(l) ; // estimate cell occupancy

4 xlocc ← xl[occ] ; // remove unoccupied cells

5 xl+1 ← subdivide(xlocc) ; // subdivide cells to go to next LoD

6 end
/* Extract object shape and appearance */

7 nrm← backprop(sdf) ; // analytically estimate surface normals

8 pcd← x− nrm ∗ sdf ; // project points onto the surface

9 col← tθ(pcd, zsdf , ztex) ; // regress surface texture

10 return pcd, nrm, col

SDF values are larger than the voxel grid size for this resolution level. The
remaining voxels are subdivided each generating eight new voxels. We repeat this
procedure until the desired resolution level is reached. In our implementation,
we start from level of detail (LoD) 3 and traverse up to LoD 6 depending on
the desired resolution level. Finally, when points are extracted we estimate their
SDF values and normals and project them them onto the object surface. The
pseudo-code implementation of the Octree-based surface extraction is provided
in Alg. 1 with the visualization shown in Fig. 4.

3.5 Inference:

During inference, we first perform predictions using our single-shot model. Ob-
ject detection is performed using peak detection [61] on the outputs of predicted
heatmaps (Ŷ ). Each detected center point (xi,yi) corresponds to maxima in the
heatmap output (Ŷ ). Second, we sample shape, pose and appearance codes of
each object from the output of task-specific heads at the detected center loca-
tion (xi, yi) via zsdf = Ysdf (xi,yi), ztex = Ytex(xi,yi) and P̃ = YP (xi,yi).

We utilize the predicted shape, pose, size and appearance codes as an initial
estimate to further refine through our differentiable optimization pipeline. Our
optimizer takes as input the predicted implicit shapes in the canonical frame
of reference along with the masks predictions (M̂), color codes (ztex) and ex-
tracted 3× 3 rotation R̂p

i , 3D translation vector t̂pi and 1D scales ŝpi from recov-
ered Pose P̃. Although a variety of related works consider mean class predictions
as initial priors, we mainly utilize the regressed outputs of shape, appearance and
pose for the optimization pipeline since the initial estimates are very robust (see
Table 1). We utilize the predicted SDF to recover the complete surface of each ob-
ject, in a coarse-to-fine manner, using the proposed differentiable zero-isosurface
projection (Section 3.4). After fixing the decoder (G) parameters, we optimize
the feature vector zsdf by estimating the nearest neighbour between the pre-
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Table 1: Quantitative comparison of 6D pose estimation and 3D object de-
tection on NOCS [54]: Comparison with strong baselines. Best results are highlighted
in bold. ∗ denotes the method does not report IOU metrics since size and scale is not
evaluated. We report metrics using nocs-level class predictions for a fair comparison
with all baselines.

CAMERA25 REAL275

Method IOU25 IOU50 5°5 cm 5°10 cm 10°5 cm 10°10 cm IOU25 IOU50 5°5 cm 5°10 cm 10°5 cm 10°10 cm

1 NOCS [54] 91.1 83.9 40.9 38.6 64.6 65.1 84.8 78.0 10.0 9.8 25.2 25.8

2 Synthesis∗ [3] - - - - - - - - 0.9 1.4 2.4 5.5

3 Metric Scale [26] 93.8 90.7 20.2 28.2 55.4 58.9 81.6 68.1 5.3 5.5 24.7 26.5

4 ShapePrior [51] 81.6 72.4 59.0 59.6 81.0 81.3 81.2 77.3 21.4 21.4 54.1 54.1

5 CASS [2] - - - - - - 84.2 77.7 23.5 23.8 58.0 58.3

6 CenterSnap [16] 93.2 92.3 63.0 69.5 79.5 87.9 83.5 80.2 27.2 29.2 58.8 64.4

7 CenterSnap-R [16] 93.2 92.5 66.2 71.7 81.3 87.9 83.5 80.2 29.1 31.6 64.3 70.9

8 ShAPO (Ours) 94.5 93.5 66.6 75.9 81.9 89.2 85.3 79.0 48.8 57.0 66.8 78.0

dicted projected pointclouds and masked pointclouds obtained from depth map
and predicted masks (M̂) of each object. In essence, a shape code zsdf is refined
using the Maximum-a-Posterior (MAP) estimation as follows:

zsdf = argmin
z

(L (D(G(z,x)), Pd) (5)

where D() denotes the differentiable iso-surface projection described in Sec-
tion 3.4 and Pd denotes the pointclouds obtained from masked depth maps.
We further optimize the RGB component similarly by optimizing the differ-
ence in colors between the masked image color values (Cd) and colors ob-
tained using the regressed color codes decoded by the texture field (tθ) ztex =
argmin

z
(L (D(tθ(z,x)), Cd). We further allow tθ weights to change to allow for a

finer level of reconstruction. For qualitative results please consult supplementary
material.

4 Experiments

In this section, we empirically validate the peformance of our method. In essence,
our goal is to answer these questions: 1) How well does ShAPO recover pose and
sizes of novel objects. 2) How well does ShAPO perform in terms of reconstruct-
ing geometry and appearance of multiple objects from a single-view RGB-D
observation? 3) How well does does our differentiable iterative improvement and
multi-level optimization impact shape, appearance, pose and size?
Datasets We utilize the NOCS [54] dataset for both shape reconstruction and
category-level 6D pose and size estimation evaluation. For training, we utilize
the CAMERA dataset which comprises 300K synthetic images, of which 25K are
hold-out for evaluation. The training dataset includes 1085 object object models
from 6 different categories - bottle, bowl, camera, can, laptop and mug whereas
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Table 2: Quantitative comparison of 3D shape reconstruction on NOCS [54]:
Evaluated with CD metric (10−2). Lower is better.

CAMERA25 REAL275

Method Bottle Bowl Camera Can LaptopMugMeanBottle Bowl Camera Can LaptopMugMean

1 Reconstruction [51] 0.18 0.16 0.40 0.097 0.20 0.14 0.20 0.34 0.12 0.89 0.15 0.29 0.10 0.32

2 ShapePrior [51] 0.34 0.22 0.90 0.22 0.33 0.21 0.37 0.50 0.12 0.99 0.24 0.71 0.097 0.44

3 CenterSnap 0.11 0.10 0.29 0.13 0.07 0.12 0.14 0.13 0.10 0.43 0.09 0.07 0.06 0.15

3 ShAPO (Ours) 0.14 0.08 0.2 0.14 0.07 0.11 0.16 0.1 0.08 0.4 0.07 0.08 0.06 0.13

the evaluation dataset includes 184 different models. The REAL dataset train-
set comprises of 7 scenes with 4300 images, and test-set comprises of 6 scenes
with 2750 real-world images.

Metrics We evaluate the the performance of 3D object detection and 6D
pose estimation independently following [54]. We use the following key metrics:
1) Average-precision for different IOU-overlap thresholds (IOU25 and IOU50).
2) Average precision for which the error is less than n◦ for rotation and m cm
for translation (5°5 cm, 5°10 cm and 10°10 cm). We use Chamfer distance (CD)
for shape reconstruction following [58].

4.1 Implementation Details

ShAPO is sequentially trained first on the CAMERA set with minimal fine-
tuning on Real training set. For SDF, we use an MLP with 8 layers and hidden
size of 512. For color, we utilize a Siren MLP [44] as it can fit higher frequencies
better. We train the SDF and Color MLPs on all categories for 2000 epochs.
We use Pytorch [38] for our models and training pipeline implementation. For
optimization, we use an adaptive learning rate which varies with the obtained
masks of each object since we believe masks capture the confidence of heatmap
prediction during detection. We optimize each object for 200 iterations.
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Fig. 5: Average precision of ShAPO for various IOU, rotation and translation thresholds
on NOCS CAMERA25 and REAL275 dataset.
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4.2 NOCS 6D Pose and Size Estimation Benchmark

NOCS Baselines: We compare eight model variants to show effectiveness of
our method: (1) NOCS [54]: Regresses NOCS map and predicts poses using
similarity transform with depth maps. We report the best pose estimation
configuration in NOCS (i.e. 32-bin classification) (2) Shape Prior [51]: Esti-
mates shape deformation for inter-class variation. (3) CASS [2]: Regress the
pose and size with first detecting 2D bounding boxes. (4) Metric-Scale [26]:
Estimates the object center and metric scale (5) CenterSnap [16]: Single-shot
approach to predict pose and size (6) CenterSnap-R [16]: ICP optimization
done with the predicted point-cloud based shape. Following [16], we do not
compare against 6D pose tracking baselines such as [52, 56] which need pose
initializations and are not end-to-end detection based (i.e. they do not report
mAP metrics)
Comparison with strong baselines on NOCS: Table 1 and Figure 5 shows
the result of our proposed ShAPO method. ShAPO consistently outperforms all
the baseline methods on 6D pose and size estimation and 3D object detection.
Specifically, ShAPO method shows superior generalization on the REAL
test-set by achieving a mAP of 85.3% for 3D IOU at 0.25, 57.0% for 6D pose at
5°10 cm and 78.0% for 6D pose at 10°10 cm, hence demonstrating an absolute
improvement of 1.8%, 25.4% and 7.1% over the best-performing baseline on the
Real dataset. Our method also achieves better generalization on the never-seen
CAMERA evaluation set. We achieve a mAP of 94.5% for 3D IOU at 0.25, 75.9%
for 6D pose at 5°10 cm and 89.2% for 6D pose at 10°10 cm, demonstrating an
absolute improvement of 1.3%, 4.2% and 1.3% over the best-performing baseline.

4.3 Generalizable Implicit Object Representation

In this experiment, we evaluate the effectiveness of our generalizable implicit
object representation as well as the efficiency of our octree-based differentiable
optimization. To do that, we isolate our implicit representation from the detec-
tion pipeline and consider the 3D reconstruction / identification task - given a
novel object from NOCS test split, we optimize our representation for 200 iter-
ations, while keeping fsdf and frgb weights frozen, to find the best fitting model
in terms of both shape and texture. We initialize the optimization using the
average latent feature per class. The standard Adam solver with the learning
rate of 0.001 for both for both shape and appearance losses (L2 norms) is used
with weight factors 1 and 0.3 respectively. We use three different octree resolu-
tion levels - from LoD5 to LoD7. Additionally, we show three different resolution
levels for the standard ordinary grid sampling [59] (40, 50, 60).

Table 3 summarizes the results of the ablation by comparing different modal-
ities with respect to the average point sampling (input vs output) and time effi-
ciency, average GPU memory consumption, as well as reconstruction for shape
(Chamfer distance) and texture (PSNR). One can see that our representation is
significantly more efficient than the ordinary grid representation with respect to
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Table 3: Generalizable Implicit Representation Ablation: We evaluate the effi-
ciency (point sampling/time(s)/memory(MB)) and generalization (shape(CD) and tex-
ture(PSNR) reconstruction) capabilities of our implicit object representation as well
as its sampling efficiency for different levels of detail (LoDs) and compare it to the
ordinary grid sampling. All ablations were executed on NVIDIA RTX A6000 GPU.

Grid type Resolution

Point Sampling Efficiency (per object) Reconstruction

Input Output Time (s) Memory (MB) Shape (CD) Texture (PSNR)

Ordinary

40 64000 412 10.96 3994 0.30 10.08

50 125000 835 18.78 5570 0.19 12.83

60 216000 1400 30.51 7850 0.33 19.52

OctGrid

LoD5 1521 704 5.53 2376 0.19 9.27

LoD6 5192 3228 6.88 2880 0.18 13.63

LoD7 20246 13023 12.29 5848 0.24 16.14

all metrics. While LoD7 provides best overall results, we use LoD6 for our ex-
periments since it results in the optimal speed/memory/reconstruction trade-off.
We show an example optimization procedure in Fig. 6.

4.4 NOCS Object Reconstruction Benchmark

To quantitatively analyze the reconstruction accuracy, we measure the Cham-
fer distance (CD) between our reconstructed pointclouds and the ground-truth
CAD model in NOCS. Our results are reported in Table 2. Our results show
consistently lower CD metrics for all class categories which shows superior re-
construction performance on novel object instances. We report a lower mean
Chamfer distance of 0.14 on CAMERA25 and 0.15 on REAL275 compared to
0.20 and 0.32 reported by the competitive baseline [51].

5 Qualitative Results

We qualitatively analyze the performance of our method ShAPO on the NOCS
Real275 dataset [54]. As shown in Fig. 7, our method reconstructs accurate 3D
shapes and appearances of multiple novel objects along with estimating the 6D
pose and sizes without requiring 3D CAD models of these novel instances (Re-
sults shown on 4 different real-world scenes containing novel object instances
using different camera-view points i.e. orange and green backgrounds). For fur-
ther qualitative results, please consult supplementary materials.

Fig. 6: Shape/Appearance optimization.
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Fig. 7: ShAPO Qualitative 6D pose estimation and 3D Shape Reconstruc-
tions including Appearance: Given a single-view RGB-D observation, our method
reconstructs accurate 3D shapes along with appearances and estimates the 6D pose
and sizes of multiple objects in the scene. Here, reconstructions are shown with differ-
ent camera view-points i.e. orange and green backgrounds.

6 Conclusion

In this paper we proposed ShAPO , an end-to-end method for joint multi-object
detection, 3D textured reconstruction, 6D object pose and size estimation. Our
method detects and reconstructs novel objects without having access to their
ground truth 3D meshes. To facilitate this, we proposed a novel, generalizable
shape and appearance space that yields accurate textured 3D reconstructions
of objects in the wild. To alleviate sampling inefficiencies leading to increased
time and memory requirements, we proposed a novel octree-based differentiable
optimization procedure that is significantly more efficient than alternative grid
based representations. For future work we will explore how the proposed method
can be used to build object databases in new environments, to alleviate the cost
and time required to construct high-quality 3D textured assets. A second avenue
of future work consists of extensions to multi-view settings and integrating our
work with SLAM pipelines for joint camera motion and object pose, shape and
texture estimation in static and dynamic scenes.
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