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Abstract. As a promising scheme of self-supervised learning, masked
autoencoding has significantly advanced natural language processing and
computer vision. Inspired by this, we propose a neat scheme of masked
autoencoders for point cloud self-supervised learning, addressing the
challenges posed by point cloud’s properties, including leakage of loca-
tion information and uneven information density. Concretely, we divide
the input point cloud into irregular point patches and randomly mask
them at a high ratio. Then, a standard Transformer based autoencoder,
with an asymmetric design and a shifting mask tokens operation, learns
high-level latent features from unmasked point patches, aiming to recon-
struct the masked point patches. Extensive experiments show that our
approach is efficient during pre-training and generalizes well on various
downstream tasks. The pre-trained models achieve 85.18% accuracy on
ScanObjectNN and 94.04% accuracy on ModelNet40, outperforming all
the other self-supervised learning methods. We show with our scheme, a
simple architecture entirely based on standard Transformers can surpass
dedicated Transformer models from supervised learning. Our approach
also advances state-of-the-art accuracies by 1.5%-2.3% in the few-shot
classification. Furthermore, our work inspires the feasibility of apply-
ing unified architectures from languages and images to the point cloud.
Codes are available at https://github.com/Pang-Yatian/Point-MAE.

1 Introduction

Self-supervised learning learns latent features from unlabeled data instead of
building representations based on human-defined annotations. It is usually done
by designing a pretext task to pre-train the model, then fine-tune on downstream
tasks. Relying less on labeled data, self-supervised learning has significantly ad-
vanced natural language processing (NLP) [12, 4, 34, 35] and computer vision [30,
3, 9, 19, 8, 2, 18, 51]. Among them, masked autoencoding [18, 51, 2], illustrated in
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Figure 1, is a promising scheme for both languages and images. It randomly
masks a portion of input data and adopts an autoencoder to reconstruct explicit
features (e.g., pixels) or implicit features (e.g., discrete tokens) corresponding
to the original masked content. As masked parts do not provide data informa-
tion, this reconstruction task enables the autoencoder to learn high-level latent
features from unmasked parts. Besides, the powerful capability of masked au-
toencoding gives credit to its autoencoder’s backbone, which adopts Transform-
ers [42] architecture. For example, BERT [12] in NLP and MAE [18] in computer
vision both apply masked autoencoding and adopt a standard Transformer ar-
chitecture as autoencoder’s backbone to achieve state-of-the-art performance.

Fig. 1. Illustration of masked autoencoding. A portion of input data is masked,
then an autoencoder is trained to recover the masked parts from original input data.
The encoder in autoencoder is encouraged to learn high-level latent features from
unmasked parts.

The idea of masked autoencoding is also applicable for point cloud self-
supervised learning, as point cloud essentially shares a common property with
both languages and images (see Figure 1). Specifically, the fundamental elements
(i.e., points, vocabularies, and pixels) that carry information are not indepen-
dent. Instead, neighbouring elements form a meaningful subset to present local
features. Together with local features, the complete set of elements makes up
global features. Therefore, after embedding point subsets into tokens, the point
cloud can be processed similarly with languages and images. Furthermore, con-
sidering datasets for the point cloud are relatively small, masked autoencoding as
a self-supervised learning method can naturally address the large data demand
of Transformers architecture, which is the autoencoder’s backbone. Indeed, a
recent work Point-BERT [56] attempts to design a scheme somewhat similar to
masked autoencoding. It proposes a BERT-style pre-training strategy by mask-
ing input tokens of the point cloud, then adopts a Transformer architecture to
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predict discrete tokens of the masked tokens. However, this method is relatively
sophisticated as it is required to train a DGCNN [46] based discrete Variational
AutoEncoder (dVAE) [37] before pre-training and relies heavily on contrastive
learning as well as data augmentation during pre-training. Moreover, the masked
tokens from their inputs are processed from the input of Transformers during
pre-training, leading to early leakage of location information and high consump-
tion of computing resources. Different from their method, and more importantly,
to introduce masked autoencoding to the point cloud, we aim to design a neat
and efficient scheme of masked autoencoders. To this end, we first analyze the
main challenges of introducing masked autoencoding for point cloud from the
following aspects:

(i) Lack of a unified Transformer architecture. Compared to Transformers [42]
in NLP and Vision Transformer (ViT) [13] in computer vision, Transformer ar-
chitectures for point cloud are less studied and relatively diverse, mainly be-
cause small datasets cannot meet the large data demand of Transformers. Dif-
ferent from previous methods that use dedicated Transformers or adopt ex-
tra non-Transformers models to assist (such as Point-BERT [56] uses an extra
DGCNN [46]), we aim to build our autoencoder’s backbone entirely based on
standard Transformers, which can serve as a potential unified architecture for
point cloud. This also enables further development for point cloud to join general
multi-modality frameworks, such Data2vec [2].

(ii) Positional embeddings for mask tokens lead to leakage of location in-
formation. In masked autoencoders, each masked part is replaced by a share-
weighted learnable mask token. All the mask tokens need to be provided with
their location information in input data by positional embeddings. Then after
processing by autoencoders, each mask token is used to reconstruct the corre-
sponding masked part. Providing location information is not an issue for lan-
guages and images, because they do not contain location information. While
point cloud naturally has location information in the data, leakage of location in-
formation to mask tokens makes the reconstruction task less challenging, which
is harmful for autoencoders learning latent features. We address this issue by
shifting mask tokens from the input of the autoencoder’s encoder to the input of
the autoencoder’s decoder. This delays the leakage of location information and
enables the encoder to focus on learning features from unmasked parts.

(iii) Point cloud carries information in a different density compared to lan-
guages and images. Languages contain high-density information, while images
contain heavy redundant information [18]. In the point cloud, information den-
sity distribution is relatively uneven. The points that make up key local features
(e.g., sharp corners and edges) contain a much higher density of information
than the points that make up less important local features (e.g., flat surfaces).
In other words, if being masked, the points that contain high-density information
is more difficult to be recovered in the reconstruction task. This can be directly
observed in reconstruction examples, as shown in Figure 2. Taking the last row
of Figure 2 for illustration, the masked desk surface (left) can be easily recovered,
while the reconstruction of the masked motorcycle’s wheel (right) is much worse.
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Fig. 2. Reconstruction examples on ShapeNet validation set. In each group,
we show the original input (i.e., ground truth), masked point cloud, and reconstruction
result from left to right. The masking ratio is 60%. It can be observed directly that
reconstructions of key local features (such as sharp corners) are much worse than
reconstructions of less important local features (such as flat surfaces).

Although the point cloud contains uneven density of information, we find that
random masking at a high ratio (60%-80%) works well, which is surprisingly the
same as images. This indicates the point cloud is similar to images instead of
languages, in terms of information density.

Driven by the analysis, we propose a novel self-supervised learning frame-
work for Point cloud by designing a neat and efficient scheme of Masked
AutoEncoders, termed as Point-MAE. As shown in Figure 3, our Point-MAE
mainly consists of a point cloud masking and embedding module, and an au-
toencoder. The input point cloud is divided into irregular point patches, which
are randomly masked at a high ratio to reduce data redundancy. Then, the
autoencoder learns high-level latent features from unmasked point patches, aim-
ing to reconstruct masked point patches in coordinate space. Specifically, our
autoencoder’s backbone is entirely built by standard Transformer blocks and
adopts an asymmetric encoder-decoder structure [18]. The encoder only pro-
cesses unmasked point patches. Then taking both encoded tokens and mask
tokens as input, the lightweight decoder with a simple prediction head recon-
structs masked point patches. Compared to processing mask tokens from the
input of the encoder, shifting mask tokens to the lightweight decoder results in
significant computational savings, and more importantly, avoiding early leakage
of location information.

Our approach is effective, and pre-trained models generalize well on various
downstream tasks. In object classification tasks, our Point-MAE achieves 85.18%
accuracy on the hardest setting of real-world dataset ScanObjectNN and 94.04%
accuracy on a clean object dataset ModelNet40, outperforming all the other self-
supervised learning methods. Meanwhile, Point-MAE surpasses all the dedicated
Transformers models from supervised learning. In the few-shot object classifica-
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tion, Point-MAE significantly advances state-of-the-art accuracies by 1.5%-2.3%
on different settings of ModelNet40. When generalized to the part segmentation
task, Point-MAE largely improves the baseline by 1% mean IoU.

Our main contributions can be summarized as follows:
(1) We propose a novel scheme of masked autoencoders for point cloud self-

supervised learning, addressing key issues including backbone architecture, early
leakage of location information, and information density of the point cloud. Our
approach is neat and efficient, with high generalization capability on various
downstream tasks, outperforming all the other self-supervised learning methods.

(2) We show with our approach, a simple architecture that is entirely based
on standard Transformers can surpass dedicated Transformer models from su-
pervised learning. This result suggests that standard Transformers can serve as
a potential unified architecture in the point cloud discipline.

(3) From the perspective of multimodal learning, our work inspires that uni-
fied architectures for languages and especially images, such as masked autoen-
coders, are also applicable for point cloud, when equipped with a modality-
specific embedding module and a task-specific output head. We hope our field
could be further advanced with the joint of other modality data.

2 Related Work

2.1 Self-supervised Learning

In the machine learning field, Self-supervised Learning (SSL) is defined as “the
machine predicts any parts of its input for any observed part”6. The main ideas
can be summarized as: a) supervision labels are generated from the data itself
instead of human annotating, b) the model predicts parts of the data from other
parts [26]. This process is usually done by designing a pretext task, which relieves
the high demand for manual labeling data.

SSL for NLP and Image In the NLP field, SSL has been well developed.
Generative SSL methods such as BERT [12] gain huge success by designing
pretext tasks that mask input tokens, and pre-train the model to predict original
vocabularies. In computer vision for images, contrastive SSL methods [9, 19, 49,
16, 10] aim to discriminate the degree of similarities between different augmented
images. These methods have dominated until recent generative SSL methods [18,
51, 47] result in more competitive performance. For example, MAE [18] randomly
masks input patches, and pre-train the model to recover masked patches in pixel
space.

SSL for Point Cloud SSL has also been widely studied for point cloud repre-
sentation learning [43, 60, 50, 38, 1, 24, 54, 36, 14, 53]. Pretext tasks are relatively
diverse. Among them, DepthContrast [60] sets an instance discrimination task for

6 https://aaai.org/Conferences/AAAI-20/invited-speakers/
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two augmented versions of an input point cloud. OcCo [43] attempts to recover
the original point cloud from the occluded point cloud in camera views. IAE [53]
adopts an autoencoder to reconstruct implicit features from augmented inputs.
A recent work Point-BERT [56] proposes a BERT-style pre-training strategy by
masking input tokens and aims to predict discrete tokens of masked parts, with
the assistance of dVAE [37]. Different from previous methods, we attempt to
design a neat scheme for point cloud self-supervised learning.

2.2 Autoencoders

Generally, an autoencoder consists of an encoder followed by a decoder. The
encoder is responsible for encoding inputs to high-level latent features. Then the
decoder decodes latent features, aiming to reconstruct the input. The optimiza-
tion goal is to make the reconstructed data as similar as possible to the original
input, such as mean squared error loss in pixel space for images.

Specifically, our approach belongs to the class of denoising autoencoders.
The main idea of denoising autoencoders is to enhance the robustness of the
model by introducing input noise. Following the same principle, masked autoen-
coders introduce input noise through a masking operation. For example, in NLP,
BERT [12] adopts masked language modeling. It randomly masks tokens from
the input, then applies an autoencoder to predict vocabularies corresponding to
masked tokens. In computer vision, both MAE [18] and SimMIM [51] propose
a similar masked image modeling, which randomly masks input image patches.
Then autoencoders are applied to predict the masked patches in pixel space.
Inspired by the above ideas, our work aim to introduce masked autoencoders to
point cloud.

2.3 Transformers

Transformers [42] model global dependencies of input through the self-attention
mechanism, and have dominated in NLP [12, 4, 35, 34, 27]. Since ViT [13], Trans-
formers architectures have been popular in computer vision [57, 29, 58, 45, 44, 61,
17, 7]. It also shows strength in multi-modality learning [2]. However, as back-
bones for masked autoencoders, Transformers architectures for point cloud rep-
resentation learning are less developed. PCT [17] designs a dedicated input em-
bedding layer and modifies the self-attention mechanism in Transformer layers.
PointTransformer [61] also modifies the Transformer layer, and uses extra aggre-
gating operations between Transformer blocks. These modifications largely limit
the joint of other modality data from the perspective of multi-modality learning.
Set Transformer [23] and the Perceiver line of works [22, 21, 5] mainly focus on
supervised learning for multi-modality data. However, their experiment results
for point cloud are less satisfactory. The recent work Point-BERT [56] intro-
duces a standard Transformer architecture, but requires DGCNN [46] to assist
pre-training. Different from previous works, our work presents an architecture
that is entirely based on standard Transformers.
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Fig. 3. Overall scheme of our Point-MAE. On the left, we show the masking and
embedding process. The input cloud is divided into point patches, which are masked
randomly and then embedded. Autoencoder pre-training is shown on the right. The
encoder only processes visible tokens. Mask tokens are added to the input sequence of
the decoder to reconstruct masked point patches.

3 Point-MAE

We aim to design a neat and efficient scheme of masked autoencoders for point
cloud self-supervised learning. Figure 3 illustrates the overall scheme of our ap-
proach Point-MAE. The input point cloud is first processed by a masking and
embedding module. Then a standard Transformer based autoencoder is adopted,
including a simple prediction head, to reconstruct the masked parts of the input
point cloud.

3.1 Point Cloud Masking and Embedding

Unlike images in computer vision that can be naturally divided into regular
patches, point cloud consists of unordered points in 3D space. Based on its
property, we process the input point cloud through three stages: point patches
generation, masking, and embedding.

Point Patches Generation Following Point-BERT [56], we divide input point
cloud into irregular point patches (may overlap) via Farthest Point Sampling
(FPS) and K-Nearest Neighborhood (KNN) algorithm. Formally, given an input
point cloud with p points Xi ∈ Rp×3, FPS is applied to sample n points for



8 Y. Pang et al.

centers CT in point patches. Based on center points, KNN selects k nearest
points from input for corresponding point patches P ,

CT = FPS(Xi), CT ∈ Rn×3; (1)

P = KNN(Xi, CT ), P ∈ Rn×k×3. (2)

Note that in point patches, each point is represented by normalized coordi-
nates with respect to its center point. This leads to better convergence.

Masking Considering point patches may overlap, we mask them separately, in
order to keep information complete in each point patch. With a masking ratio
m, the set of masked patches is denoted as Pgt ∈ Rmn×k×3, which is used as
ground truth in the computing of reconstruction loss. As for masking strategy,
we find random masking at a high ratio (60%-80%) works well for our approach
(see Section 4.2).

Embedding For the embedding of each masked point patch, we replace it
with a share-weighted learnable mask token. We denote the full set of mask
tokens as Tm ∈ Rmn×C , where C is the embedding dimension. For the unmasked
(visible) point patches, a naive idea is to flatten and embed them with a trainable
linear projection, similar to ViT [13]. However, we argue that linear embedding
fails to follow the principle of permutation invariance [31]. A more reasonable
embedding method should be adopted. To keep neat, we implement a lightweight
PointNet [31], which mainly consists of MLPs and max pooling layers. The visible
point patches Pv ∈ R(1−m)n×k×3 are hence embedded into visible tokens Tv,

Tv = PointNet(Pv), Tv ∈ R(1−m)n×C . (3)

Considering point patches are represented in normalized coordinates, pro-
viding centers’ position information to embedding tokens is essential. A simple
method for Position Embedding (PE) is mapping coordinates of centers to em-
bedding dimension with a learnable MLP, following previous works [56, 61]. Note
that we use two separate PE for encoder and decoder respectively in our autoen-
coder, introduced next.

3.2 Autoencoder’s Backbone

Our autoencoder’s backbone is entirely based on standard Transformers, with
an asymmetric encoder-decoder design [18]. The last layer of the autoencoder
adopts a simple prediction head to achieve the reconstruction target.

Encoder-decoder Our encoder consists of standard Transformer blocks and
only encodes visible tokens Tv without mask tokens Tm. The encoded tokens are
denoted as Te. Furthermore, positional embeddings are added to every Trans-
former block, providing location information.
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Our decoder is similar to the encoder but contains fewer Transformer blocks.
It takes both encoded tokens Te and masks tokens Tm as input. A full set of
positional embeddings is added to every Transformer block, providing location
information to all the tokens. After processing, the decoder only outputs the
decoded mask tokens Hm, which are fed to the following prediction head. The
encoder-decoder structure is formulated as,

Te = Encoder(Tv), Te ∈ R(1−m)n×C ; (4)

Hm = Decoder(concat(Te, Tm)), Hm ∈ Rmn×C . (5)

In our encoder-decoder structure, we shift the mask tokens to the lightweight
decoder instead of processing them from the input of the encoder. This design
is beneficial from two aspects. First, as we use high masking ratios, shifting
mask tokens significantly reduces the number of input tokens for the encoder.
Therefore, we can save computational resources due to the quadratic complexity
of Transformers. More importantly, shifting mask tokens to the decoder can
avoid early leakage of location information to the encoder, making the encoder
learn latent features better (see Section 4.2).

Prediction Head As the last layer of backbone, the prediction head aims to
reconstruct masked point patches in coordinate space. We simply use a fully
connected (FC) layer as our prediction head. Taking the output Hm from the
decoder, the prediction head projects it to a vector, which has the same number
of dimensions as the total number of coordinates in a point patch. Then followed
by a reshape operation, predicted masked point patches Ppre are obtained,

Ppre = Reshape(FC(Hm)), Ppre ∈ Rmn×k×3. (6)

3.3 Reconstruction Target

Our reconstruction target is to recover coordinates of the points in every masked
point patch. Given the predicted point patches Ppre and ground truth Pgt, we
compute the reconstruction loss by l2 Chamfer Distance [15],

L =
1

|Ppre|
∑

a∈Ppre

min
b∈Pgt

∥a− b∥22 +
1

|Pgt|
∑
b∈Pgt

min
a∈Ppre

∥a− b∥22 (7)

4 Experiments

We conduct the following experiments with our Point-MAE. a) Pre-training the
model on ShapeNet [6] training set. b) Evaluating the pre-trained model on
various downstream tasks. c) We study different masking strategies, and show
the effect of shifting mask tokens. Model details and experiment details are
provided in Appendix due to space limitation.
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Fig. 4. Reconstruction results on ShapeNet validation set. The model is pre-
trained with a masking ratio of 60% but can generalize well on inputs with different
masking ratios. Inputs are shown in the leftmost column. In the following columns, we
show the masked input (left) and reconstruction (right) with different masking ratios.

4.1 Pre-training Setup

We pre-train the model on the ShapeNet [6] training set. To demonstrate the
effectiveness of our method, we visualize reconstruction results on ShapeNet
validation set in Figure 4. The model is pre-trained with a masking ratio of
60%, but it is able to reconstruct inputs with different masking ratios. This
high generalization capability can be expected, as our model learns high-level
latent features well. Furthermore, our method speeds up pre-training by 1.7×
compared to Point-BERT [56].

Table 1. Object classification on real-world ScanObjectNN dataset. We eval-
uate our approach on three variants, among which PB-T50-RS is the hardest setting.

Methods OBJ-BG(%) OBJ-ONLY(%) PB-T50-RS(%)

PointNet [31] 73.3 79.2 68.0
SpiderCNN [52] 77.1 79.5 73.7
PointNet++ [32] 82.3 84.3 77.9
DGCNN [46] 82.8 86.2 78.1
PointCNN [25] 86.1 85.5 78.5
BGA-DGCNN [41] - - 79.7
BGA-PN++ [41] - - 80.2
GBNet [33] - - 80.5
PRANet [11] - - 81.0

Transformer [56] 79.86 80.55 77.24
Transformer-OcCo [56] 84.85 85.54 78.79
Point-BERT [56] 87.43 88.12 83.07
Point-MAE 90.02 88.29 85.18
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4.2 Downstream Tasks

Object Classification on Real-World Dataset In SSL for point cloud,
one of the main concerns is that the commonly used dataset for pre-training,
ShapeNet [6], only contains clean object models, without any scene context such
as backgrounds. Motivated by this, we evaluate our pre-trained model on a chal-
lenging real-world dataset, ScanObjectNN [41], in which the objects are scanned
from real-world indoor scene with backgrounds. We conduct experiments on
three variants and show the results in Table 1. Experiment details are provided
in Appendix. Our Point-MAE largely improves the baselines of standard Trans-
former. On the hardest variant PB-T50-RS, our model achieves 85.18% accuracy,
outperforming Point-BERT [56] by 2.11%. Though being pre-trained on clean
objects, Point-MAE generalizes well on real-world data, presenting a strong gen-
eralization capability.

Table 2. Object classification on ModelNet40. [T] represents the model is based
on modified Transformers. [ST] represents the standard Transformers models.

Self-supervised methods Accuracy

OcCo [43] 93.0%
STRL [20] 93.1%
IAE [53] 93.7%
[ST]Transformer-OcCo [56] 92.1%
[ST]Point-BERT [56] 93.2%
[ST]Point-MAE 93.8%

Supervised methods Accuracy

PointNet [31] 89.2%
PointNet++ [32] 90.7%
PointCNN [25] 92.5%
KPConv [40] 92.9%
DGCNN [25] 92.9%
RS-CNN [28] 92.9%
[T]PCT [17] 93.2%
[T]PVT [59] 93.6%
[T]PointTransformer [61] 93.7%
[ST]Transformer [56] 91.4%

Object Classification on clean objects dataset We evaluate the pre-trained
model on ModelNet40 [48] for object classification. For fair comparisons, we
also use the standard voting method [28] during testing. Experiment results
are presented in Table 2. All the reported methods are given 1024 points that
only contain coordinate information without any normal information. Point-
MAE achieves 93.8% accuracy, improving 2.4% accuracy compared to train-
ing from scratch (91.4%). Compared with other self-supervised learning meth-
ods, Point-MAE achieves state-of-the-art performance. Specifically, our approach
with standard Transformers backbone surpasses IAE [53] that uses a more pow-
erful DGCNN [46] as the backbone (in Table 2, DGCNN achieves a higher accu-
racy when training from scratch). Besides, Point-MAE outperforms sophisticated
Point-BERT [56] by 0.6% accuracy. Besides, our approach surpasses all the ded-
icated Transformers models from supervised learning. Furthermore, given 8192
points as input, our Point-MAE achieves 94.04% accuracy.
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Table 3. Few-shot classification on ModelNet40. We conduct 10 independent
experiments for each setting and report mean accuracy (%) with standard deviation.

Methods 5-way,10-shot 5-way,20-shot 10-way,10-shot 10-way,20-shot

DGCNN-rand [43] 31.6 ± 2.8 40.8 ± 4.6 19.9 ± 2.1 16.9 ± 1.5
DGCNN-OcCo [43] 90.6 ± 2.8 92.5 ± 1.9 82.9 ± 1.3 86.5 ± 2.2
Transformer-rand [56] 87.8 ± 5.2 93.3 ± 4.3 84.6 ± 5.5 89.4 ± 6.3
Transformer-OcCo [56] 94.0 ± 3.6 95.9 ± 2.3 89.4 ± 5.1 92.4 ± 4.6
Point-BERT [56] 94.6 ± 3.1 96.3 ± 2.7 91.0 ± 5.4 92.7 ± 5.1
Point-MAE 96.3 ± 2.5 97.8 ± 1.8 92.6 ± 4.1 95.0 ± 3.0

Few-shot Learning We follow previous works [56, 39, 43] to conduct few-shot
learning experiments on ModelNet40 [48], adopting n-way, m-shot setting. More
details are provided in Appendix. The results with the setting of n ∈ {5, 10} and
m ∈ {10, 20} are presented in Table 3. Our Point-MAE significantly advances
state-of-the-art accuracies of four settings by 1.5%-2.3%, with smaller deviations.

Table 4. Part segmentation on ShapeNetPart dataset. We report mean IoU for
all instances mIoUI (%), with IoU (%) for each category.

Methods mIoUI aero bag cap car chair e-phone guitar knife
lamp laptop motor mug pistol rocket s-board table

PointNet [31] 83.7 83.4 78.7 82.5 74.9 89.6 73.0 91.5 85.9
80.8 95.3 65.2 93.0 81.2 57.9 72.8 80.6

PointNet++ [32] 85.1 82.4 79.0 87.7 77.3 90.8 71.8 91.0 85.9
83.7 95.3 71.6 94.1 81.3 58.7 76.4 82.6

DGCNN [46] 85.2 84.0 83.4 86.7 77.8 90.6 74.7 91.2 87.5
82.8 95.7 66.3 94.9 81.1 63.5 74.5 82.6

Transformer [56] 85.1 82.9 85.4 87.7 78.8 90.5 80.8 91.1 87.7
85.3 95.6 73.9 94.9 83.5 61.2 74.9 80.6

Point-BERT [56] 85.6 84.3 84.8 88.0 79.8 91.0 81.7 91.6 87.9
85.2 95.6 75.6 94.7 84.3 63.4 76.3 81.5

Point-MAE 86.1 84.3 85.0 88.3 80.5 91.3 78.5 92.1 87.4
86.1 96.1 75.2 94.6 84.7 63.5 77.1 82.4

Part Segmentation We evaluate the representation learning capability of our
Point-MAE on ShapeNetPart dataset [55]. Our segmentation head is relatively
simple and does not use any propagating operation or DGCNN [46]. For fair com-
parisons, our segmentation head has a similar weight with Point-BERT [56] and
also uses learned features from 4th, 8th and 12th layer of Transformer block.
Details are provided in Appendix. Note that no voting methods or data aug-
mentation are used during testing. As shown in Table 4, we report mean IoU
(mIoU) for all instances, with IoU for each category. Our Point-MAE achieves
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86.1% mIoU, improving the baseline by 1% mIoU. Point-MAE with a simple
segmentation head also outperforms Point-BERT [56], which uses DGCNN [46]
and propagation in their segmentation head.

Table 5. Ablation study on masking strategy. We conduct experiments using two
masking strategy with different masking ratios (%), and report pre-train loss (10−3)
as well as fine-tune accuracy (%).

Type Ratio Loss Acc. Type Ratio Loss Acc. Type Ratio Loss Acc.

Block 40 2.83 92.67 Random 40 2.49 92.46 Random 70 2.68 93.11
Block 60 2.89 92.67 Random 50 2.54 92.43 Random 80 2.77 93.03
Block 80 2.98 92.50 Random 60 2.60 93.19 Random 90 2.89 92.63

4.3 Ablation Study

Masking Strategy To find a proper masking strategy for our method, we com-
pare two masking types with different masking ratios. No voting method is used
during testing. The reconstruction loss and fine-tune accuracy on ModelNet40
are presented in Table 5. We also visualize reconstructions with different masking
strategies in Figure 5.

The block masking [56, 3] type masks neighbouring point patches, resulting
in masked blocks. Though this strategy is harder for reconstruction, adopting a
medium masking ratio can also achieve good performance.

The random masking type masks random point patches and empirically re-
sults in the best performance with a high masking ratio (i.e. 60%-80%). The
performance degrades largely with low making ratios and also degrades slightly
if the masking ratio is too high.

Fig. 5. Reconstructions with different masking strategies. We mainly show
three different masking strategies for same inputs (leftmost). In each column, masked
inputs (left) and reconstructions (right) are shown. Instances are from ShapeNet vali-
dation set.
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Effect of shifting mask tokens Our Point-MAE shifts mask tokens from the
input of the encoder to the lightweight decoder. To demonstrate the effectiveness
of this design, we conduct an experiment in which the mask tokens are processed
from the input of the encoder. For fair comparisons, the autoencoder’s backbone
adopts the same encoder and prediction head as Point-MAE but without the
decoder, resulting in the exact same model on fine-tune tasks. We use random
masking at a ratio of 60% in this experiment. After pre-training, a smaller re-
construction loss is observed. However, for the fine-tune performance on Model-
Net40, it achieves 92.14% accuracy, much lower than Point-MAE (93.19%). The
result can be explained. At the input of the encoder, all tokens, including mask
tokens, are provided with location information by positional embeddings. This
causes early leakage of location information because mask tokens are processed
for the reconstruction of point patches in coordinate space. The leakage of loca-
tion information makes the reconstruction task less challenging, and the model
cannot learn latent features well, leading to worse fine-tune performance.

4.4 Discussion

Here we attempt to analyse the reasons why our Point-MAE outperforms Point-
BERT [56], which also adopts a similar mask and reconstruction framework.
First, during pre-training, our reconstruction target is a part from the input data
(i.e., coordinates), which is noise-free. While Point-BERT aims to reconstruct
high-level latent representations, which are obtained from a frozen dVAE. If
the dVAE is not well-learned to provide meaningful latent representations, the
reconstruction target might be noisy. Second, Point-BERT processes masked
tokens from the input. This causes leakage of location information, which is
harmful for learning latent features. We address it by shifting mask tokens.
Third, we argue the point cloud is similar to images instead of languages, in
terms of information density. Empirically, we adopt random masking at a ratio of
60%-80%, which is largely different from Point-BERT’s 25%-45% block masking.

5 Conclusions

In this paper, we present a novel scheme of masked autoencoders for point cloud
self-supervised learning, termed as Point-MAE. Our Point-MAE is neat and ef-
ficient, with minimal modifications based on the properties of the point cloud.
The effectiveness and high generalization capability of our approach are veri-
fied on various tasks, including object classification, few-shot learning, and part
segmentation. Specifically, Point-MAE outperforms all the other self-supervised
learning methods. We also show with our approach, a simple architecture that
is entirely based on standard Transformers can surpass dedicated Transformer
models from supervised learning. Furthermore, our work inspires the feasibility
of applying unified architectures from languages and images to the point cloud.
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