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1 Network Architecture

We learn SDFs using a network that is modified based on NeuralPull [6] for fair
comparison. We leverage tanh as the nonlinear function in the last layer, which
produces signed distances with a range of [-1,1], where the sign indicates the
inside or outside of the 3D shape. In addition, our network is formed by simple
fully connected layers rather than Resblock [5].

We also leverage the method introduced by NeuralPull [6] to sample queries
around the input point clouds.

2 Shape Abstraction

We leverage Quickhull algorithm [1] to produce the convex hull of each part that
we reconstruct in shape abstraction. We visualize our results without any post
processing. We show more visual comparison in Fig. 1.

We further visualize more shape abstraction results with semantic distances
dS in Fig. 2. We obtain the sparse point clouds with instance segmentation
from ShapeNet [2]. The sparse point clouds are the centers of regions covered by
surface codes.

3 Effect of Affinity with Semantic Distance

We report the effect of affinities with semantic distance dS . Different from Eu-
clidean distance dE and Intrinsic distance dG, we set the affinity without using
distances. For each query, we set its affinity to its nearest segmentation label to
0.8, while setting its affinities to the rest segmentation labels uniformly to keep
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Affinity CD2×100 CD×100 Normal

0.5 0.0049 0.570 0.972
0.6 0.0047 0.555 0.972
0.7 0.0035 0.453 0.957
0.8 0.0046 0.551 0.972
0.9 0.0036 0.456 0.959

Table 1. Effect of affinity with semantic distance.

the sum of affinity vector to be 1. To explore its effect, we set the affinity to its
nearest segmentation label to {0.5, 0.6, 0.7, 0.8, 0.9}, respectively. We report the
numerical comparison in Tab. 1 and the visual comparison in Fig. 3. We found
that the affinity does not significantly affect the performance.
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CVX SIF Our Convex Our Parts

Fig. 1. Visual comparison with CVX [3] and SIF [4] in shape abstraction under FA-
MOUS.
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Instance Segmentation Our Parts Our Shape GTOur Convex

Fig. 2. Surface reconstruction with semantic distances.

0.5 0.6 0.90.7 0.8

O
u

r P
arts

O
u
r A

b
stractio

n
O

u
r S

h
ap

e

Fig. 3. Effect of affinities with semantic distances.
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