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A Additional Ablation studies

In this section, we provide more ablative experiments on the NTU-60 dataset
according to the cross-subject protocol.

Temperatures in CMD: Table 1 shows the performance of the learned rep-
resentation for different values of temperature 7, and 75,. We can find that i)
our CMD exhibits the optimal performance when using temperature 74 = 0.1
for the student and a smaller 7 = 0.05 for the teacher. ii) the performance does
not show significant changes when 7; varies between small values (from 0.01 to
0.05). iii) the learned representation gets worse as 75 increases from 0.1 to 1.0.

Table 1. Ablative experiments of the temperatures in CMD. The performance is eval-
uated on the NTU-60 dataset according to the cross-subject protocol.

Tt 0.05 0.07 0.10 0.01 0.02 0.05
Ts 0.05 0.07 0.10 01 05 10 01 05 1.0 01 05 1.0
Accuracy (%) 77.8 78.0 77.5 79.7 782 76.8 79.7 77.8 76.5 79.8 78.0 76.8

One-stage vs. two-stage: We tried one-stage and two-stage training for both
CrosSCLR-B [1] and our CMD. As shown in Table 2, CrosSCLR-B suffers severe
performance drop with one-stage training, while CMD does not show significant
performance gap between one-stage and two-stage training.

Mutual contrastive loss vs. mutual distillation: We conduct bidirectional
mutual contrastive learning (denote as MCL) for all three modalities and com-
pare its performance with our CMD. As shown in Table 3, CMD outperforms
MCL under both linear and KNN protocols, showing the superiority of mutual
knowledge distillation.
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Table 2. One-stage training vs. two-stage training.

Dataset CrosSCLR-B CMD (Ours)
one-stage  two-stage one-stage two-stage
NTU-60 x-sub 57.6 77.3 79.4 79.2

Table 3. Mutual contrastive loss vs. mutual distillation.

Linear Evaluation KNN Evaluation
Base MCL CMD Base MCL  CMD
NTU-60 x-sub 76.1 77.3 79.4 63.4 64.3 70.6

Dataset

B Limitations and future work

(1) The complexity of cross-modal mutual distillation is proportional to the
square of the number of modalities. How to design a distillation framework with
linear computational complexity remains a promising direction; (2) CMD ben-
efits from the complementarity between skeleton modalities. When applied to
other CV domains, multiple good but different modalities (e.g. RGB, Depth,
and Events) that complement each other are required, which may be somewhat
hard to collect.
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