
Hunting Group Clues with Transformers for
Social Group Activity Recognition

Supplementary Material

Masato Tamura , Rahul Vishwakarma , and Ravigopal Vennelakanti

Hitachi America, Ltd.
masato.tamura.sf@hitachi.com,

{rahul.vishwakarma,ravigopal.vennelakanti}@hal.hitachi.com

A. Individual Recognition

In our method, individuals are recognized by simply adding an action classifica-
tion head to the detection heads in Deformable DETR [25]. Given a set of feature

embedding H = {hi | hi ∈ RDp}Nq

i=1 from the deformable transformer decoder,

the predictions of person class probabilities {ĉi | ĉi ∈ [0, 1]}Nq

i=1, bounding boxes

{b̂i | b̂i ∈ [0, 1]4}Nq

i=1, and action class probabilities {âi | âi ∈ [0, 1]Na}Nq

i=1 are ob-

tained as ĉi = fc (hi), b̂i = fb (hi, ri), and âi = fa (hi), where Nq is the number
of query embeddings, Na is the number of action classes, fc (·), fb (·, ·), and fa (·)
are the detection heads for the predictions, and ri ∈ [0, 1]2 is a reference point,
which is used in the same way as the localization in Deformable DETR. Note
that the localization results are denoted in the normalized image coordinates.

We view individual recognition as a direct set prediction problem and match
predictions and ground truths with the Hungarian algorithm [10] during train-
ing. The optimal assignment of ground truths and predictions is determined
by calculating the matching cost with the predicted person class probabilities,
bounding boxes, and action class probabilities. Given a ground truth set of in-
dividual recognition, the set is first padded with ϕ(id) (no person) to change the
size of the set to Nq. Using the padded ground truth set, the matching cost of
the i-th element in the ground truth set and j-th element in the prediction set
for individual recognition is calculated as follows:

H(id)
i,j = 1{i ̸∈Φ(id)}

[
ηcH(c)

i,j + ηbH(b)
i,j + ηoH(o)

i,j + ηaH(a)
i,j

]
, (1)
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i,j = − ĉj , (2)

H(b)
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∥∥∥bi − b̂j
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1
, (3)
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where Φ(id) is a set of ground-truth indices that correspond to ϕ(id), bi ∈ [0, 1]4

is a ground truth bounding box normalized with the image size, ai ∈ {0, 1}Na

is a ground truth action label, fGIoU (·, ·) is a function that calculates gener-
alized IoU [16], and η{c,b,o,a} are the hyper-parameters. The Hungarian algo-

rithm is applied to the matching cost to find the optimal assignment ω̂(id) =

argminω∈ΩNq

∑Nq

i=1 H
(id)
i,ω(i), where ΩNq

is the set of all possible permutations of

Nq elements.
The training loss for individual recognition Lid is calculated between matched

ground truths and predictions as follows:

Lid = λcLc + λbLb + λoLo + λaLa, (6)
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([
1
]
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0
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(7)
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(
ai, âω̂(id)(i)

)
, (10)

where λ{c,b,o,a} are hyper-parameters and lf (·, ·) is the element-wise focal loss
function [13] whose hyper-parameters are described in [24].

In our training, the hyper-parameters η{c,b,o,a} and λ{c,b,o,a} are set as ηc =
λc = 1, ηb = λb = 5, ηo = λo = 2, and ηa = λa = 2.

B. Implementation Details of Detection Heads

In our method, all the detection heads are constituted by feed-forward networks
with the subsequent sigmoid functions. The details of the detection heads are as
follows:

Person class head
This head has 1 linear layer with the subsequent sigmoid function.

Box head
This head has 3 linear layers with the ReLU activation between the layers
and the subsequent sigmoid function. A reference point is added to each
corresponding box position before applying the sigmoid function.

Action head
This head has 1 linear layer with the subsequent sigmoid function.

Activity head
This head has 1 linear layer with the subsequent sigmoid function.
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Group size head
This head has 3 linear layers with the ReLU activation between the layers
and the subsequent sigmoid function.

Member point head
This head has 3 linear layers with the ReLU activation between the layers
and the subsequent sigmoid function. 2×M values are output from the last
linear layer and then split into M group member points, where M denotes
the maximum group size. A reference point is added to each corresponding
group member point before applying the sigmoid function.

C. Group Annotations in The Volleyball Dataset

Group annotations are critical components to fully leverage the learning ca-
pability of our method. In the evaluation of the Volleyball dataset [8], we use
the original annotation set combined with the extra annotation set provided
by Sendo and Ukita [17] because the original annotations do not contain group
information. The group annotations in the extra set are transferred to the orig-
inal set by matching bounding boxes from each set with intersection over union
(IoU). IoU is first calculated for each pair of a box from the original set and
that from the extra set in the same frame. The calculated IoU values are then
used as costs for the Hungarian algorithm [10] to match the boxes. If a box from
the extra set has a label indicating that the person in the box is involved in an
activity, we assign a group member flag to the matched box from the original
set.

The players involved in each group activity are defined by Sendo and Ukita [17]
as follows:

Pass
Players who are trying an underhand pass independently of whether or not
they successfully do it.

Set
A player who is doing an overhand pass and those who will spike the ball
whether they are trying or faking.

Spike
Players who are spiking and blocking.

Winpoint
All players in the team scoring a point. This group activity is observed for
a few seconds right after scoring.

D. Additional List of Comparison

Table 1 shows the additional list of the comparison against state-of-the-art
group activity recognition methods on the Volleyball and Collective Activity
datasets. The values without the brackets demonstrate the detection-based per-
formances, while those inside the brackets indicate the performances with ground
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Table 1: Comparison of group activity recognition. The values w/ and w/o the
brackets show the performances in the ground-truth-based and detection-based
settings, respectively.

Volleyball Collective Activity

Method Activity Action Activity Action

SIM [3] – ( – ) – ( – ) – (81.2) – ( – )
HDTM [8] – (81.9) – ( – ) – (81.5) – ( – )
CERN [18] – (83.3) – (69.1) – (87.2) – ( – )
SSU [2] 86.2 (90.6) – (81.8) – ( – ) – ( – )
SBGAR [12] – (66.9) – ( – ) – (86.1) – ( – )
HACN [9] – (85.1) – ( – ) – (84.3) – ( – )
HRN [7] – (89.5) – ( – ) – ( – ) – ( – )
stagNet [15] 87.6 (89.3) – ( – ) 87.9 (89.1) – ( – )
PCTDM [21] – (87.7) – ( – ) – (92.1) – ( – )
ARG [19] 91.5 (92.5) 39.8 (83.0) 86.1 (88.1) 49.6 (77.3)
CRM [1] – (93.0) – ( – ) – (85.8) – ( – )
HiGCIN [22] – (91.4) – ( – ) 93.4 ( – ) – ( – )
PRL [6] – (91.4) – ( – ) – ( – ) – ( – )
Actor-Transformers [5] – (94.4) – (85.9) – (92.8) – ( – )
Ehsanpour et al . [4] 93.0 (93.1) 41.8 (83.3) 89.4 (89.4) 55.9 (78.3)
Pramono et al . [14] – (95.0) – (83.1) – (95.2) – ( – )
P2CTDM [20] – (92.7) – ( – ) – (96.1) – ( – )
DIN [23] – (93.6) – ( – ) – (95.9) – ( – )

GroupFormer [11] 95.0* (95.7) – (85.6) 85.2* (87.5†/96.3) – ( – )

Ours 96.0 ( – ) 65.0 ( – ) 96.5 ( – ) 64.9 ( – )

* We evaluated the performance with the publicly available source codes.
† We evaluated but were not able to reproduce the reported accuracy because the
configuration file for the Collective Activity dataset is not publicly available.

truth bounding boxes. SIM [3], HDTM [8], CERN [18], SBGAR [12], HACN [9],
HRN [7], PCTDM [21], HiGCIN [22], and PRL [6] are additionally compared
in this table. As shown in the table, our method outperforms state-of-the-art
methods on both datasets, indicating the effectiveness of our feature extraction
method.

E. Additional Qualitative Analysis

We further analyze the recognition results qualitatively with our method’s suc-
cess and failure cases on the Volleyball dataset [8]. The results of the successful
cases and failure cases are shown in Fig. 1a and 1b, respectively. The purple
bounding boxes show the ground truth group members, the red circles show the
predicted group member points, and the yellow circles show the attention loca-
tions. The small and large yellow circles mean that the locations are in the high
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Right pass Right spike

Left set Left winpoint

(a) Successful cases.

Left pass Left spike

Right set Right winpoint

(b) Failure cases.

Fig. 1: Visualization of the social group activity recognition results. The pur-
ple bounding boxes, red circles, and yellow circles show the ground truth group
members, predicted group member points, and attention locations in the de-
formable transformer decoder, respectively.
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and low-resolution feature maps, respectively, offering a rough range of image
areas affecting the features used for the predictions.

As seen from the figures, features are successfully aggregated from the areas
around the group members in the successful cases, while those are aggregated
from the regions around the non-group members, backgrounds, and part of the
group members in the failure cases. It is worth noting that our method success-
fully recognizes social group activities even when one group member is apart
from the other members such as in the cases of “Right spike” and “Left win-
point” in Fig. 1a, demonstrating the effectiveness of our feature aggregation
method. In the failure case of “Left pass”, a non-group member is falsely rec-
ognized as a group member probably because the non-group member has the
pose of the underhand pass, which is quite similar to the group member. In the
failure case of “Left spike”, a group member cannot be identified due to the oc-
clusion. To correctly identify group members in these cases, long-term temporal
context should be leveraged effectively. In the failure cases of “Right set” and
“Right winpoint”, the group members are widely distributed especially in the
vertical direction. As discussed in the main manuscript, the group member point
prediction is designed on the assumption that group members are seen side by
side at the same vertical positions in an image. This design might affect the
performance of the failure cases. These observations present opportunities for
future work.
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