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Abstract. In this work, we consider the problem of cross-domain 3D ac-
tion recognition in the open-set setting, which has been rarely explored
before. Specifically, there is a source domain and a target domain that
contain the skeleton sequences with different styles and categories, and
our purpose is to cluster the target data by utilizing the labeled source
data and unlabeled target data. For such a challenging task, this pa-
per presents a novel approach dubbed CoDT to collaboratively cluster
the domain-shared features and target-specific features. CoDT consists
of two parallel branches. One branch aims to learn domain-shared fea-
tures with supervised learning in the source domain, while the other is to
learn target-specific features using contrastive learning in the target do-
main. To cluster the features, we propose an online clustering algorithm
that enables simultaneous promotion of robust pseudo label generation
and feature clustering. Furthermore, to leverage the complementarity of
domain-shared features and target-specific features, we propose a novel
collaborative clustering strategy to enforce pair-wise relationship consis-
tency between the two branches. We conduct extensive experiments on
multiple cross-domain 3D action recognition datasets, and the results
demonstrate the effectiveness of our method. Code is at CoDT.

Keywords: skeleton-based action recognition, cross-domain, open-set.

1 Introduction

Recent advances in 3D depth cameras and pose estimation algorithms have made
it possible to estimate 3D skeletons quickly and accurately. In contrast to RGB
images, the skeleton data only contain the coordinates of human keypoints, pro-
viding high-abstract and environment-free information. Thus, 3D action recog-
nition (a.k.a, skeleton-based action recognition) is attracting more and more
attentions [74,50,80]. Nevertheless, existing methods mainly focus on the tradi-
tional supervised classification. In this learning paradigm, it is assumed that the
labeled training (source) dataset and unlabeled test (target) dataset have the
same distribution. In practical scenarios, it is not easy to hold such assumption,
because labeling a dataset with the same distribution as the target data is a
laborious task. In reality, it is preferred to utilize a related public annotated
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Fig. 1. (a) Illustration of CD-SAR task and our proposed CoDTmethod. CD-SAR aims
to group the target samples into semantic clusters by virtue of labeled source data and
unlabeled target data. The core idea of CoDT is to collaborate the supervised learning
of source data and contrastive learning of target data. (b) Illustration of different joint
definitions in the NTU-60 [58] and Skeletics [25]. The figure is modified from [75].

skeleton or even image dataset as a source dataset. Unfortunately, there is typi-
cally discrepancy (a.k.a, domain gap [2]) between the source and target datasets
due to various factors, including the devices (e.g., 3D sensors [83,18], image-
based pose estimation algorithms [5,37]), the camera setup (e.g., viewpoints),
the scenes (e.g., in-the-lab or in-the-wild), etc. These factors make the skeletons
of different datasets distinct in styles (e.g., joint types, qualities, views) and ac-
tion categories. For example, consider a very practical application that needs to
recognize the action classes of the in-the-wild unlabeled 3D dataset Skeletics [25],
we might seek help from the large-scale in-the-lab dataset NTU-60 [58] with high-
quality skeletons and annotated labels. However, the NTU-60 and Skeletics are
captured by Microsoft Kinect V2 camera [18] and the pose estimation method
VIBE [37] respectively, resulting in different styles of skeletons, e.g., different
definitions of human joints (see Fig. 1(b)). Furthermore, NTU-60 mainly con-
tains indoor actions, while Skeletics contains more unconstrained actions from
internet videos, thereby leading to different action categories. In summary, the
domain gap problem is very practical in skeleton-based action recognition but
rarely studied in the literature. In this paper, we present the first systematic
study to the domain gap problem in skeleton-based action recognition, where
the source and target datasets have different styles and categories. Obviously,
this is an open-set problem, and it is expected that the algorithm can automat-
ically cluster the target samples into latent classes.

The labeled source dataset, although collected from a different domain from
the target domain, is helpful to develop domain-shared representations. By train-
ing the models in the standard supervised manner, the representations are ex-
pected to be discriminative to different action categories. However, the models
generally generalize poorly to the target domain due to the domain gap [75,24].
On the other hand, the target domain has many unlabeled samples, which can be
used to learn more target-specific representations. This suggests the possibility
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of applying recently emerging contrastive learning [28,11,23] on target data. The
contrastive learning optimizes the features by instance discrimination, i.e., the
features are enforced to be invariant for different transformations of an instance
and distinct for different instances. By learning to attract or repel different in-
stances, the features appear to automatically capture some extent of semantic
similarity. Yet, they may not have enough discrimination to action categories.

Based on the above discussions, we consider that the domain-shared repre-
sentations and target-specific representations are conceptually complementary.
This motivates us to integrate the supervised learning on labeled source data
and contrastive learning on unlabeled target data. Previous methods [56,89,33]
commonly implement such integration through multi-task learning with a shared
feature encoder. However, in our case, the two domains may differ considerably
in styles and even joint types, and thus we argue that the domain-shared and
target-specific features should be learned via different models in order to suf-
ficiently exploit their respective merits. With the purpose of clustering target
samples, a natural problem arises: is it possible to collaborate the two models
on feature clustering? To achieve this goal, we need to address two key issues.
The first one is how to cluster the features for a single model, which is expected
to be optimized in an end-to-end manner rather than computed by some offline
clustering algorithms (e.g., k-means) whose usefulness is proven to be limited [6].
The second one is how to collaborate both models to jointly optimize feature
clustering. It is quite challenging since the learned clusters from two models
cannot be matched exactly due to the lack of labels.

In this paper, we propose a novel Collaborating Domain-shared and Target-
specific features clustering (CoDT) network for the task of cross-domain skeleton-
based action recognition (CD-SAR). Fig. 1 illustrates the overview of the task
and our method. Specifically, to address the first issue, we propose an online
clustering algorithm to generate robust pseudo labels to guide feature cluster-
ing. It is built upon the teacher-student framework [64], where the clustering
is optimized via the pseudo labels generated by the teacher model. Under this
framework, a straightforward way to determine pseudo label is to select the
cluster with which the teacher is most confident. However, due to the discrep-
ancy between target sample clustering and source-based supervised learning (or
instance-based contrastive learning), there is a risk of obtaining a trivial solution
that groups most samples into only a few clusters, as observed in Sec. 4.3. To
make the clusters balanced, we propose to generate uniformly distributed pseudo
labels. It is non-trivial to achieve it online as we have to take into consideration
the global distribution of pseudo labels. Hence, we transform it to an optimal
transport problem that can be solved by linear programming [14].

As for the second issue, we propose a collaborative clustering strategy that
exchanges pseudo labels across models for collaborative training (co-training).
In the traditional co-training methods [4,57,26], the categories of two models
are pre-defined and consistent, and thus the pseudo labels produced by one
model can be directly used to train another model. In our case, however, the
semantics of the learned clusters of two models are agnostic and variable during
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training, making it difficult to determine the correlation between the clusters
of two models. To this end, we propose to perform co-training on the pair-wise
relationship that represents whether a pair of samples are from the same cluster
(positive pair) or distinct clusters (negative pair). Specifically, we first construct
the pair-wise binary pseudo labels by comparing the instance-wise pseudo labels
of samples. Thereafter, the pair-wise labels are used to train the other model,
where a novel contrastive loss is particularly adopted to enforces the model to
produce consistent/inconsistent predictions for the positive/negative pairs.

Our contributions are summarized as: 1) We provide a benchmark for CD-
SAR. To solve this task, we propose a novel two-branch framework dubbed
CoDT to collaborate domain-shared and target-specific features. 2) We propose
an online clustering algorithm that can alternate the robust pseudo label gener-
ation and balanced feature clustering. 3) We propose a collaborative clustering
algorithm, which enables co-training of two models to enforce their consistency
in terms of pair-wise relationship. 4) We evaluate our method upon different
cross-domain tasks, and the effectiveness of our method is well shown.

2 Related Work

Unsupervised Representation Learning and Visual Clustering In the
field of unsupervised learning, there are two main research topics: representa-
tion learning and image clustering. The former focuses on training the feature
encoder by self-supervised learning. To achieve this, existing methods either de-
sign numerous pre-designed pretext tasks [16,55,81,52] or perform contrastive
learning [11,28,23]. Despite these efforts, these approaches are mainly used for
pretraining. As an alternative, image clustering methods simultaneously opti-
mize clustering and representation learning. Previous methods train the model
using the pseudo labels derived from the most confident samples [10,70,54,12],
or through cluster re-assignments [6,7]. Recently, [1,8] are proposed to apply a
balanced label assignment. In this work, we take advantage of the idea in [1,8]
but incorporate it into the student-teacher network.

Supervised and Unsupervised 3D Action Recognition To tackle skeleton-
based action recognition, many RNN-based methods [37,79,61] and CNN-based
methods [35,41] are carried out. Recently, GCN-based methods [74,40,50,59,80]
have attracted increasing attention due to their outstanding performances. We
adopt the widely-used ST-GCN [74] as the backbone. There are also many un-
supervised methods [72,53,86,45,44] proposed to learn the skeleton representa-
tions. In particular, many methods [88,62,38,63,76] utilize the encoder-decoder
structure to reconstruct skeletons from the encoded features. CrosSCLR [44]
proposes to apply contrastive learning for skeleton representation learning. A
recent work [75] studies the generalizability of the models by first pretraining
a model on one dataset and then finetuning it on another dataset. Our task is
different from the above works, as we do not require the ground-truth labels of
target data to train or finetune the model.
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Close-set and Open-set Transfer Learning In (close-set) unsupervised do-
main adaptation (UDA) [2,3,69], the source and target datasets are different
in styles but have an identical label set. Many methods aim to learn domain-
invariant features by adversarial learning [20,13] or explicitly reducing the distri-
bution discrepancy [73]. For example, GVB [13] proposes a gradually vanishing
bridge layer to facilitate the adversarial training. Yet, these methods are not
suitable for the open-set problem [51]. Novel class discovery (NCD) [27] aims
to transfer knowledge between datasets with different categories but almost the
same style. UNO [19] trains the source set with ground-truth labels and the tar-
get set with pseudo labels generated by [8]. Another similar task to ours is cross-
domain person re-identification (CD-ReID) [68,15]. Representative methods are
based on clustering [17,82,87] or domain-invariant feature learning [49,31,46].
Among them, a series of methods [21,85,78] propose a collaborative learning
scheme among multiple peer networks to alleviate the effects of label noise.
However, the multiple networks are just initialized differently, making them es-
sentially different from our method. Recently, cross-domain few-shot learning
(CD-FSL) [65,24] has emerged, where the source and target datasets are drawn
from different domains and classes. A few methods [56,77,32] relax the task to
allow access to unlabeled target data during training. STARTUP [56] uses the
model pretrained on the source dataset to produce soft pseudo labels for target
samples, and then finetunes the model using target samples and their soft labels.

3 Method

3.1 Problem Formulation

Formally, we denote the labeled source domain as Dl = (xs
n, y

s
n)|

Ns

n=1, where xs
n

and ysn are the n-th training sample and its associated action label, Ns is the
number of source skeleton sequences. TheN t unlabeled target skeleton sequences
are denoted as Dt = {xt

n|N
t

n=1}, which are not associated with any label. Our goal
is to mine the latent classes of Dt, which are disjoint with that of Ds.

3.2 Overview

The framework of CoDT is depicted in Fig. 2. It is composed of two parallel
branches denoted by B0 and B1, where B0 processes the data of both domains
for exploiting domain-shared knowledge and B1 only processes the target data
for capturing target-specific characteristics. Each branch contains a base module
(BM) dubbed BM-B0 and BM-B1 to optimize the feature encoders. The BM-B0
is to learn discriminative information from source data via supervised learning.
To make the features more domain-invariant, we add a domain-shared decoder
in BM-B0 for skeleton reconstruction. The BM-B1 is to learn semantic similarity
of target data with contrastive learning. Then we aim to collaboratively train
the two branches and encourage their agreement on the clustering of target data.
Yet, there are two problems: 1) How to optimize the feature clustering? 2) How
to achieve co-training? To address the problems, we propose the online clustering
module (OCM) and collaborative clustering module (CCM), respectively.
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Fig. 2. Illustration of our CoDT network. It consists of two branches (left and right),
each of which contains a base module (BM), and an online clustering module (OCM).
The two branches are connected by a collaborative clustering module (CCM).

3.3 Base Module

BM-B0 There are two feature encoders dubbed F0 and F̂0. The F̂0 is updated by
an exponential moving average (EMA) of F0 and used by the subsequent OCM.
The encoder F0 first embeds the input skeleton sequences into features. The
features of source samples are then fed into a source classifier Cs

0 and optimized
by cross-entropy loss with annotated labels

Lsup =
1

ns

ns∑
i=1

CE (Cs
0(F0(x

s
i )), y

s
i ) , (1)

where ns is the mini-batch size of source data, and CE is the short of Cross
Entropy loss. The decoder D0 reconstructs the input skeletons from the features
for both source data and target data. The reconstruction loss is computed as

Ldec =
1

ns

ns∑
i=1

MSE (D0(F0(x
s
i )),x

s
i ) +

1

nt

nt∑
i=1

MSE
(
D0(F0(x

t
i)),x

t
i

)
, (2)

where nt denotes the mini-batch size of target data, and MSE denotes Mean
Square Error loss. The reconstruction enforces the representations to retain
generic and meaningful human structure, which can strengthen the domain in-
variance of representations [22]. Note that, based on the principle of ’domain-
sharing’, when the source data and target data have different joints, we only
keep their shared joints in B0.

BM-B1 To learn the target-specific representations from the target set, we
employ the popular contrastive learning based on instance discrimination [28],
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where the features of the different augments of a sample are pulled together and
the features of different samples are pushed apart.

Specifically, similar to BM-B0, BM-B1 contains a feature encoder F1 and an
EMA encoder F̂1. For a target sample, we first transform it to two augments(
xt
i, x̂

t
i

)
by data augmentation, and then pass them into F1 and F̂1, respectively.

Here we denote the outputs as zt
i = F1(x

t
i), ẑ

t
i = F̂1(x̂

t
i). Besides, to enlarge

the number of negative samples, following [28,42], we maintain a memory bank

M t = {ẑt
m}|N

t

m to store the features from F̂1 of all target samples. In each
iteration, the M t is updated by the ẑt

i in current mini-batch, and then we
compute the contrastive loss as

Lcont =
1

nt

nt∑
i=1

− log
eρ·cos(z

t
i,ẑ

t
i)∑Nt

m=1 e
ρ·cos(zt

i,ẑ
t
m)

, (3)

where cos(·) denotes the cosine similarity function and ρ is the temperature.

3.4 Online Clustering Module

Pipeline of OCM In both B0 and B1, we employ an OCM to guide the feature
clustering via pseudo labels. The OCM is based on the student-teacher frame-
work [39,64,71], where a teacher model (e.g., F̂0, F̂1) is updated by EMA of a
student model (e.g., F0, F1). To learn the optimal cluster assignment, we add a
target classifier to both student and teacher. The classifiers are denoted by Ct

0

and Ĉt
0 in B0, and Ct

1 and Ĉt
1 in B1. Following image clustering [70,34,66], we

set the numbers of categories of the classifiers to the number of ground-truth
categories for the purpose of evaluation1. Given a target sample xt

i, inspired
by [60], a strong augmentation operator A and a weak augmentation operator
a are applied to transform xt

i into A(xt
i) and a(xt

i), respectively. The teacher
generates the pseudo label based on its prediction on the a(xt

i). Then the stu-
dent is trained to predict the pseudo label by feeding A(xt

i). These practices can
enhance the invariance of representations to varying degrees of transformations.

Pseudo Label Generation Before elaborating on the details, we first review
the objective of a classification task. Specifically, given a dataset with N in-
stances {xn}|Nn=1 drawn fromK classes, the task is to maximize the mutual infor-
mation between labels and input data through minimizing the Kullback–Leibler
divergence D(Q||P ) between the model’s predictions P and labels Q:

D(Q||P ) =
1

N

N∑
n=1

K∑
y=1

Qyn log
Qyn

Pyn
=

1

N

N∑
n=1

K∑
y=1

(
Qyn logQyn︸ ︷︷ ︸

−H(Q)

−Qyn logPyn︸ ︷︷ ︸
E(Q||P )

)
,

(4)

1 In fact, as proven in [66], even if the exact number of ground-truth categories is
unknown, we can overcluster to a larger amount of clusters.
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where Qyn is the (y, n) element of Q ∈ RK×N denoting the label probability of
xn being assigned to the label y ∈ {1, . . . ,K}. Pyn is the element of P ∈ RK×N

that denotes the probability predicted by the model. D(Q||P ) can be split into a
cross-entropy term E(Q||P ) and an entropy term H(Q). Unlike the supervised
task where Q is deterministic, labels are unavailable in our case, and we have
to minimize D(Q||P ) w.r.t. both the Q and P . Further, we extend it to the
student-teacher framework. Formally, it is to alternate the following steps

Q̂← argmin
Q̂

D(Q̂||P̂ ), (5)

θ ← θ − ϵ
∂
(
D(Q̂||P ) + L

)
∂θ

, (6)

θ̂ ← αθ̂ + (1− α)θ, (7)

where P and θ are the predictions and parameters of student. P̂ and θ̂ cor-
respond to teacher. Q̂ represents the pseudo labels. First, Q̂ is calculated by
Eq. (5). Then, we fix Q̂ and optimize the predictions P of student by minimiz-

ing D(Q̂||P ) along with other auxiliary loss L (e.g., Lsup, Lcont) on a mini-batch
via Eq. (6), where ϵ is the learning rate of gradient descent. Finally, the teacher
is updated by an EMA of the student in Eq. (7), where α is the decay rate.

Let’s first take a look at Eq. (5). Since we only consider the one-hot pseudo

labels, i.e., Q̂yn ∈ {0, 1}, then H(Q̂) ≡ 0 and D(Q̂||P̂ ) ≡ E(Q̂||P̂ ). Thus we
can obtain the solution to Eq. (5) by taking the index that has the maximum
value in the prediction of teacher, i.e.,

Q̂∗
yn = δ

(
y − argmax

k
P̂kn

)
, (8)

where δ(·) is the Dirac delta function with δ(·) = 0 except δ(0) = 1. The Eq. (8)
is similar in spirit to the semi-supervised learning method [60]. Obviously, if

L = 0, there is a shortcut to minimize both D(Q̂||P̂ ) and D(Q̂||P ) by assigning
all samples to a single label, which is known as clustering degeneration. This
phenomenon can be avoided in [60], since the supervised training on a few la-
beled samples can regularize the model via L. However, in our case, the L is
either the supervised loss of source dataset with a distribution different from
that of target dataset, or the contrastive loss for instance discrimination rather
than clustering. In other words, there are discrepancies between the objectives
of L and the ultimate goal (i.e., target sample clustering). It renders existing
L unable to prevent clustering degeneration, as proven in Sec. 4.3. To avoid
clustering degeneration, we propose to constrain the distribution of clusters to
be as uniform as possible, i.e., all clusters contain the same number of samples.
Achieving it within Eq. (6) in an end-to-end fashion is difficult as the constraint
involves the global distribution of the entire dataset. Alternatively, we propose
to balance the pseudo labels generated by Eq. (5) without gradient descent.

Formally, we restrict Q̂ to be an element of transportation polytope [14]

U = {Q̂ ∈ RK×N
+ |Q̂

⊤
1K = 1N , Q̂1N =

N

K
1K}, (9)
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where 1K denotes the vector of ones with dimension K. The Eq. (9) indicates
that each class has equal number (i.e., N

K ) of samples. Inspired by [1,8], solving
Eq. (5) subject to Eq. (9) can transformed to an optimal transport problem for
mapping the N data points to the K centers, whose solution is

Q̂
∗
= Ndiag(u)(P̂ /N)

ξ
diag(v), (10)

where ξ is a pre-defined scalar, and u ∈ RK , v ∈ RN are two vectors computed by
the fast version of Sinkhorn-Knopp algorithm [14]. Please refer to Supplementary
for more details.

Since it is costly to calculate P̂ from scratch each iteration, we maintain the
same memory bank as that used in contrastive learning, and the extra cost of
computing predictions from the bank is affordable.

Objective of OCM Thus, for a target instance xt
i, we can obtain its pseudo

labels denoted by ŷt0,i, ŷ
t
0,i ∈ {1, . . . ,K} in B0 and B1, respectively. Then we

use the pseudo labels to train the corresponding student models by minimizing
following loss function

Locm =
1

nt

nt∑
i=1

(
CE(Ĉt

0(F̂0(A(xt
i))), ŷ

t
0,i) + CE(Ĉt

1(F̂1(A(xt
i))), ŷ

t
1,i)

)
, (11)

3.5 Collaborative Clustering Module

To make use of complementarity between B0 and B1, we propose the collabora-
tive clustering module (CCM) to allow co-training between two branches. Since
the two branches have different parameters and regularized by different losses
(e.g., Lsup for B0, Lcont for B1), the classes of the target classifiers of B0 and
B1 are difficult to be matched exactly. Hence, the pseudo labels from one model
cannot be used directly to train the other model. To overcome this challenge, we
present a conceptually simple but practically effective co-training method. In-
stead of matching clusters between models, we propose to exchange the pair-wise
relationships of samples across branches, which are explicitly matched between
two branches and meanwhile can determine the performance of clustering.

Specifically, for two target instances xt
i, x

t
j , we first define the binary pair-

wise pseudo label as Gt0,ij = δ(ŷt0,i − ŷt0,j) in B0 and Gt1,ij = δ(ŷt1,i − ŷt1,j) in B1,
indicating that whether xt

i, x
t
j are from the same cluster (positive pair) or from

different clusters (negative pair) in each branch. Besides, we define the pair-wise
similarity of a pair of samples as the inner product of their predictions, i.e.,

Pt
0,ij = pt

0,i
⊤
pt
0,j and Pt

1,ij = pt
1,i

⊤
pt
1,j , where pt

0,i = softmax(Ĉt
0(F̂0(A(xt

i)))) ∈
RK (likewise for pt

0,j , p
t
1,i, p

t
1,j). For co-training, we use Gt0,ij and Gt1,ij as the

supervisions to optimize Pt
1,ij and Pt

0,ij , respectively, aiming to make the simi-
larities of positive/negative pairs increase/diminish. To achieve it, we design the
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objective function similar in spirit to the supervised contrastive loss [36]:

Lccm = − 1

nt

nt∑
i=1

(∑nt

j=1 Gt0,ij logPt
1,ij∑nt

j=1 Gt0,ij
+

∑nt

j=1 Gt1,ij logPt
0,ij∑nt

j=1 Gt1,ij

)
, (12)

where Pt
0,ij and Pt

1,ij are defined as Pt
0,ij =

Pt
0,ij∑nt

j=1 Pt
0,ij

, Pt
1,ij =

Pt
1,ij∑nt

j=1 Pt
1,ij

.

Note that, to maximize the similarity (i.e., the inner product of the predic-
tions) of a positive pair, both predictions need to be one-hot and assigned to the
same cluster [66]. This property enforces the two branches to be consistent in
the pair-wise relationships of cluster assignments, yielding consistent clustering
performance on the two branches.

Discussion Here we discuss the vital differences between our proposed co-
training method and some related methods. [8] swaps instance-wise labels of
two views of the same image, forcing the (single) model to produce consistent
predictions for different views. In contrast, CoDT exchanges pair-wise labels
across models for co-training to utilize the complementarity of domain-shared
and target-specific features. Recently, [84] proposes a mutual knowledge distilla-
tion algorithm across two different branches by comparing the feature similarity
distribution between each instance and a queue of features. Differently, CoDT
conducts co-training on the predictions of classifiers, leading to a direct opti-
mization on the cluster assignments.

Apart from the idea of co-training, the objective function Lccm, to our knowl-
edge, is also different from existing methods. To name a few, the differences be-
tween [36] and ours include: 1) [36] applies the loss on features, while our Lccm

is applied on predictions; 2) Lccm has a simpler formula without any hyperpa-
rameter (e.g., temperature). Recently, [43] proposes to adopt the instance-based
contrastive loss on the predictions, showing promising performance in close-set
domain adaption. Yet, [43] handles the close-set tasks with known classes, and
its loss is used for instance discrimination, which is evidently different from ours.
Lccm is also different from [66,27,42] where a pair of samples is positive only when
the similarity between their features meets a heuristic condition (e.g., is larger
than a threshold). Note that, none of the above competitors involve co-training.

3.6 Training and Test

In training phase, we first pretrain BM-B0 and BM-B1 with the loss

Lbase = λsupLsup + λdecLdec + λcontLcont, (13)

where λ∗ denotes the loss weight. After obtaining a good initialization, OCM
and CCM are successively included for finetuning. The overall loss is

Lall = Lbase + λocmLocm + λccmLccm. (14)

In test phase, following [44,32], we use the student models for testing. Specifi-
cally, if there is a target classifier in the model, we use its predictions as cluster
assignments, otherwise, we use the spherical k-means [29] to cluster the features.
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4 Experiment

4.1 Datasets and Metrics

NTU-60 [58] is a 3D action recognition dataset with 60 classes. The skeletons are
shot by Microsoft Kinect V2 [18]. NTU-120 [48] is an extended version of NTU-
60, containing 120 classes. Here we only take the classes of NTU-120 that are not
overlapped with those of NTU-60, denoted by NTU-60+. PKUMMD [47] is a
dataset for temporal action detection, where the trimmed action instances have
been used for action recognition [45]. The skeletons are also collected by Kinect
V2. There are 51 classes different from that of NTU-60+. Different from the
above in-the-lab datasets, Skeletics [25] is a carefully curated dataset sourced
from real-world videos [9]. The 3D poses are estimated by the pose estima-
tion method VIBE [37]. Three cross-domain tasks are chosen to imitate various
situations: NTU-60 → Skeletics (xview), Skeletics → PKUMMD (xview), and
NTU-60+ → PKUMMD (xsub). Let’s take NTU-60+ → PKUMMD (xsub) as
an example. The NTU-60+ and PKUMMD are the source and target datasets,
respectively, and ’xsub’ is the evaluation protocol. The former two tasks are
more challenging than the last one because the former two tasks simulate the
transfer learning between an in-the-lab dataset shot by 3D sensors and a real-
world dataset estimated by pose estimation algorithm, while in the last task,
the two datasets are shot by similar device, and are therefore more similar in
style. In the rest of the paper, we abbreviate the three tasks as N → S, S → P,
and N+ → P. For evaluation, we use three widely-used clustering performance
metrics [30], including Accuracy (ACC), Normalised Mutual Information (NMI),
Adjusted Rand Index (ARI). Due to the space constraint, we refer readers to
Supplementary for more details about datasets, metrics, implementation details.

4.2 Comparison with Different Baselines

To verify the effectiveness of CoDT, we first compare CoDT with related base-
lines in Table 1. Here the results of both branches are reported. For fairness,
we use the pretrained weights of our base modules to initialize the weights of
other baselines. The ’BM-B0 w/o D0’ means that the decoder D0 is not used.
Compared to ’BM-B0’, we can see that the decoder improves the performances in
most cases. We further evaluate the performance when we combine ’BM-B0’ and
’BM-B1’ via multi-task learning, denoted by ’BM-B0 + BM-B1’. We can see that
it outperforms both ’BM-B0’ and ’BM-B1’, demonstrating the complementarity
of ’BM-B0’ and ’BM-B1’. Thereafter, we combine BM-B0 with other advanced
methods of unsupervised skeleton/image learning [44,1]. We can see that the
performances are improved. However, their performance is still far behind that
of CoDT, demonstrating that multi-task framework is suboptimal for combin-
ing ’BM-B0’ and ’BM-B1’. What’s more, we re-implement some representative
methods of other cross-domain tasks, including UDA [13], NCD [19], CD-ReID
[21] and CD-FSL [56]. These methods commonly share the same feature ex-
tractor among different domains. It can be seen that our CoDT significantly



12 Q. Liu, Z. Wang

Table 1. Comparison between different methods. ’†’ indicates that the spherical k-
means is used for clustering in these methods.

Methods
N → S S → P N+ → P

ACC NMI ARI ACC NMI ARI ACC NMI ARI

BM-B0† 17.9 22.5 6.1 40.0 58.9 30.2 54.8 73.7 44.3
BM-B0 w/o D0† 16.6 20.5 6.1 38.5 55.6 27.6 53.3 73.4 43.4
BM-B1† 18.7 23.3 6.4 43.3 58.4 32.1 42.7 57.4 32.3
BM-B0 + BM-B1† 19.4 22.8 6.4 47.7 62.1 36.9 58.3 74.0 47.7
BM-B0 + CrossCLR [44]† 20.5 24.1 7.0 49.1 63.8 36.6 60.4 75.2 47.9
BM-B0 + Asano. et.al. [1] 21.2 26.1 8.4 51.4 65.4 38.4 62.3 74.4 49.4
GVB [13]† 19.3 22.2 6.0 37.8 56.9 28.4 59.5 75.6 50.0
STARTUP [56]† 19.0 22.1 5.9 48.5 63.1 38.1 59.1 72.5 47.2
MMT [21] 20.8 25.5 7.6 52.4 67.3 41.2 65.4 76.2 55.6
UNO [19] 22.5 26.4 9.1 54.1 70.0 43.2 66.8 76.9 56.7

CoDT-B0 25.0 28.0 10.7 59.5 74.1 50.0 68.2 78.5 58.8
CoDT-B1 25.4 28.7 11.3 59.4 73.9 50.2 67.8 78.1 58.1

outperforms all of them. CoDT achieves salient performances since it can 1)
disentangle the learning of domain-shared and target-specific features via a two-
branch framework to fully exploit their respective characteristics; 2) coordinate
the clustering of domain-shared and target-specific features to fully utilize their
complementarity. Especially, these two properties are more advantageous when
the domain gaps are larger, since the domain-shared and target-specific features
are more different and complementary. It makes our CoDT extremely superior
in the former two tasks with large domain gaps.

4.3 Ablation Study

Effectiveness of Proposed Components We conduct ablation studies in
Table 2 to investigate the effectiveness of the proposed components, i.e., OCM
and CCM. After introducing OCM, the performances on all branches and tasks
are substantially improved when compared to the base modules. This is because
the base modules are only trained to learn good representations and an offline
clustering criterion (e.g., k-means) is still needed for clustering, whereas OCM
is capable of optimizing both feature learning and clustering simultaneously. By
taking account of CCM, B0 and B1 perform very closely. It is because CCM can
enforce the consistency between B0 and B1 in terms of pair-wise relationships on
cluster assignments. More importantly, after using CCM, the performances are
greatly improved, verifying that CCM can effectively leverage the complemen-
tarity of domain-shared features and target-specific features. In Fig. 3, we show
the evolution of the learned representations of target samples on ’N+→P’. It is
shown that while the clusters overlap in the beginning, they become more and
more separated as the OCM and CCM are successively involved.
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Table 2. Effect of different components.

Methods B∗
N→S S → P N+ → P

ACC NMI ARI ACC NMI ARI ACC NMI ARI

BM
† B0 17.9 22.5 6.1 40.0 58.9 30.2 54.8 73.7 44.3

B1 18.7 23.3 6.4 43.3 58.4 32.1 42.7 57.4 32.3

BM+OCM
B0 22.0 26.8 9.1 55.3 70.3 45.1 63.7 80.1 53.9
B1 21.8 26.4 8.7 54.7 67.5 44.3 52.6 66.1 41.9

BM+OCM+CCM
B0 25.0 28.0 10.7 59.5 74.1 50.0 68.1 78.5 58.8
B1 25.4 28.7 11.3 59.4 73.9 50.2 67.8 78.1 58.1

Fig. 3. t-SNE visualization of features learned by different methods. Different colors
represent different clusters.

Analysis of OCM In Table 3, we give the detailed analysis of OCM, where the
models with and without CCM are evaluated. Without loss of generalization, we
take the task of ’S → P’ as an example. Apart from ’ACC’, we also report the
metric of ’Uniformity’ which is measured by the entropy of clustering results. The
more uniform the distribution of clusters, the greater its value. It takes the max-
imum value of 3.93 when all clusters are equal in size. The value corresponding
to the ground-truth labels is 3.88, indicating that the ground-truth distribu-
tion is not exactly uniform. The L in Table 3 denotes the loss regularization in
Eq. (6), including Lsup, Ldec, and Lcon. The U represents the uniform constraint
of Eq. (9). Note that, the pseudo labels are generated by Eq. (10) when U is
used, and by Eq. (8) otherwise. From Table 3, we have following observations: 1)
When neither L nor U is used, the ’Uniformity’ is very small, indicating that the
models encounter catastrophic clustering degeneration. 2) When L is used, the
degeneration is alleviated and the performances increase, demonstrating that L
is helpful to generate meaningful groups for the target data. Besides, we observe
that in the row of ’BM+OCM’, the ’Uniformity’ of B1 is larger than that of B0.
The reason may be that the features learned by the contrastive learning have
the property of uniformity in instance-level [67]. Nevertheless, the clusters are
still not balanced enough, indicating that using L alone is not enough. 3) When
U is further imposed, the clusters become more balanced, resulting in better
performances. These results well prove the effectiveness of our design.
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Table 3. Analysis of OCM, where the numbers
before and after the ’/’ denote the results of B0

and B1, respectively.

Methods L U ACC(%) Uniformity

BM+OCM
✗ ✗ 9.0/6.9 0.70/1.09
✓ ✗ 31.2/48.4 2.76/3.68
✓ ✓ 55.7/54.7 3.91/3.93

BM+OCM+CCM
✗ ✗ 9.1/8.9 0.80/0.80
✓ ✗ 48.4/48.7 3.48/3.47
✓ ✓ 59.5/59.4 3.91/3.93

Table 4. Comparison between
our CCM with its variants, where
the numbers before and after the
’/’ denote the ACC of B0 and B1.

Methods N → S N+ → P

CCM-FP 22.3/24.2 63.9/55.3

CCM-PF 22.8/24.7 64.7/55.9

CCM (ours) 25.0/25.4 68.1/67.8

Analysis of CCM The CCM can be divided into two stages. The first is to
construct pair-wise pseudo labels by comparing the pseudo labels of sample pairs
in each branch, and the second is to optimize the pair-wise similarities of pre-
dictions using the pair-wise labels of the other branch. To verify the necessity of
our design at each stage, we device two variants of CCM dubbed CCM-PF and
CCM-FP, which are extended from the related methods discussed in Sec. 3.5.
The CCM-PF modifies the first stage of CCM, where the pair-wise pseudo labels
are constructed based on the pair-wise similarities of features (rather than the
pair-wise comparisons of pseudo labels), following [27]. The CCM-PF changes
the second stage of CCM, where the pair-wise similarities of features (rather than
predictions) are optimized, following [36]. Please refer to the Supplementary for
details about the variants. Their performances are shown in Table 4. We can
see that neither CCM-PF nor CCM-FP can ensure performance consistency be-
tween two branches, showing that in these two variants, the cluster assignments
are not fully inherited across branches. Due to such reason, their performances
are also inferior to ours, demonstrating the effectiveness of our design.

5 Conclusion and Future Work

In this paper, we propose a novel method dubbed CoDT for CD-SAR. The
main idea of CoDT is to leverage the complementarity of domain-shared and
target-specific features. To this end, we introduce the OCM to obtain robust
pseudo labels to guide feature clustering, and the CCM to collaborate the two
kinds of features. The experimental results show that our method significantly
outperforms other cross-domain training or unsupervised learning methods. In
principle, our method can be adopted to other cross-domain tasks in an open-set
setting (e.g., CD-FSL [56], CD-ReID [68]). We leave this as our future work.
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