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Abstract. Predicting pedestrian movement is critical for human be-
havior analysis and also for safe and efficient human-agent interactions.
However, despite significant advancements, it is still challenging for exist-
ing approaches to capture the uncertainty and multimodality of human
navigation decision making. In this paper, we propose SocialVAE, a novel
approach for human trajectory prediction. The core of SocialVAE is a
timewise variational autoencoder architecture that exploits stochastic re-
current neural networks to perform prediction, combined with a social at-
tention mechanism and a backward posterior approximation to allow for
better extraction of pedestrian navigation strategies. We show that So-
cialVAE improves current state-of-the-art performance on several pedes-
trian trajectory prediction benchmarks, including the ETH/UCY bench-
mark, Stanford Drone Dataset, and SportVU NBA movement dataset.

Keywords: Human Trajectory Prediction, Multimodal Prediction, Time-
wise Variational Autoencoder.

1 Introduction

The development of autonomous agents interacting with humans, such as self-
driving vehicles, indoor service robots, and traffic control systems, involves hu-
man behavior modeling and inference in order to meet both the safety and intel-
ligence requirements. In recent years, with the rise of deep learning techniques,
extracting patterns from sequential data for prediction or sequence transduction
has advanced significantly in fields such as machine translation [46,8], image
completion [45,33], weather forecasting [36,51], and physical simulation [41,25].
In contrast to works performing inference from regularly distributed data con-
forming to specific rules or physics laws, predicting human behaviors, e.g., body
poses and socially-aware movement, still faces huge challenges due to the com-
plexity and uncertainty in the human decision making process.

In this work, we focus on the task of human trajectory prediction from short-
term historical observations. Traditional works predict pedestrian trajectories
using deterministic models [19,18,34,21,7]. However, human navigation behav-
iors have an inherent multimodal nature with lots of randomness. Even in the
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same scenario, there would be more than one trajectories that a pedestrian could
take. Such uncertainty cannot be captured effectively by deterministic models,
especially for long-term trajectory prediction with more aleatory influences intro-
duced. Furthermore, individuals often exhibit different behaviors in similar sce-
narios. Such individual differences are decided by various stationary and dynam-
ical factors such as crowd density and scene lighting, weather conditions, social
context, personality traits, etc. As such, the complexity of behaviors is hard to be
consistently modeled by rule-based methods, which work under predetermined
physical laws and/or social rules [19,18,21,35]. Recent works have promoted data-
driven solutions based on deep generative models to perform stochastic predic-
tions or learn the trajectory distribution directly [17,48,38,30,20,40,49,54,56].
Despite impressive results, current approaches still face the challenge of making
high-fidelity predictions with a limited number of samples.

In this paper, we exploit recent advances in variational inference techniques
and introduce a timewise variational autoencoder (VAE) architecture for human
trajectory prediction. Similar to prior VAE-based methods [30,40,49,54,56], we
rely on recurrent neural networks (RNNs) to handle trajectory data sequentially
and provide stochastic predictions. However, our model uses latent variables as
stochastic parameters to condition the hidden dynamics of RNNs at each time
step, in contrast to previous solutions that condition the prior of latent variables
only based on historical observations. This allows us to more accurately capture
the dynamic nature of human decision making. Further, to robustly extract
navigation patterns from whole trajectories, we use a backward RNN structure
for posterior approximation. To cope with an arbitrary number of neighbors
during observation encoding, we develop a human-inspired attention mechanism
to encode neighbors’ states by considering the observed social features exhibited
by these neighbors.

Overall, this paper makes the following contributions:

{ We propose SocialVAE, a novel approach to predict human trajectory dis-
tributions conditioned on short-term historical observations. Our model em-
ploys a timewise VAE architecture with a conditional prior and a posterior
approximated bidirectionally from the whole trajectory, and uses an atten-
tion mechanism to capture the social influence from the neighboring agents.

{ We introduce Final Position Clustering as an optional and easy-to-implement
postprocessing technique to help reduce sampling bias and further improve
the overall prediction quality when a limited number of samples are drawn
from the predicted distribution.

{ We experimentally show that SocialVAE captures the mutimodality of hu-
man navigation behaviors while reasoning about human-human interactions
in both everyday settings and NBA scenarios involving cooperative and ad-
versarial agents with fast dynamics.

{ We achieve state-of-the-art performance on the ETH/UCY and SDD bench-
marks and SportVU NBA movement dataset, bringing more than 10% im-
provement and in certain test cases more than 50% improvement over exist-
ing trajectory prediction methods.
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2 Related Work

Research in pedestrian trajectory prediction can be broadly classified into human-
space and human-human models. The former focuses on predicting scene-specific
human movement patterns [24,4,39,10,29] and takes advantage of the scene envi-
ronment information, typically through the use of semantic maps. In this work,
we are interested in the latter, which performs trajectory prediction by using
dynamic information about human-human interactions.
Mathematical Models. Modeling human movement in human-human inter-
action settings typically leverages hand-tuned mathematical models to perform
deterministic prediction. Such models include rule-based approaches using social
forces, velocity-obstacles, and energy-based formulations [19,7,53,21]. Statistical
models based on observed data such as Gaussian processes [50,44,22] have also
been widely used. By nature, they cope better with uncertainty on overall tra-
jectories but struggle on fine-grained variations due to social interactions.
Learning-based Models. In recent years, data-driven methods using deep
learning techniques for trajectory prediction have achieved impressive results.
SocialLSTM [1] employs a vanilla RNN structure using long short-term mem-
ory (LSTM) units to perform prediction sequentially. SocialAttention [48] intro-
duces an attention mechanism to capture neighbors’ influence by matching the
RNN hidden state of each agent to those of its neighbors. SocialGAN [17], So-
Phie [38] and SocialWays [2] use generative adversarial network (GAN) architec-
tures. To account for social interactions, SocialGAN proposes a pooling process
to synthesize neighbors via their RNN hidden states, while SocialWays adopts
an attention mechanism that takes into account the neighbors’ social features.
PECNet [30], Trajectron [20], Trajectron++ [40], AgentFormer [56], BiTraP [54]
and SGNet [49] employ a conditional-VAE architecture [43] to predict trajectory
distributions, where latent variables are generated conditionally to the given ob-
servations. Memory-based approaches for trajectory prediction have also been
recently explored such as MANTRA [31] and MemoNet [52]. Though achieving
impressive results, such approaches would typically suffer from slow inference
speeds and storage issues when dealing with large scenes. Recent works [15,55]
have also exploited Transformer architectures to perform trajectory prediction.
However, as we will show in Section 4, Transformer-based approaches tend to
have worse performance than VAE-based approaches.
Stochastic RNNs. To better model highly dynamic and multimodal data, a
number of recent works [5,13,14,16] leverage VAE architectures to extend RNNs
with timewisely generated stochastic latent variables. Despite impressive per-
formance on general sequential data modeling tasks, these approaches do not
consider the interaction features appearing in human navigation tasks.

Following the literature of stochastic RNNs, we propose to use a timewise
VAE as the backbone architecture for human trajectory prediction. The main
motivation behind our formulation is that human decision making is highly dy-
namic and can lead to different trajectories at any given time. Additionally, to
better extract features in human-human interactions, we employ a backward
RNN for posterior approximation, which takes the whole ground-truth (GT)



4 P. Xu et al.

Fig. 1. Overview of SocialVAE that uses a RNN-based timewise VAE with sequentially
generated stochastic latent variables for trajectory prediction. SocialVAE can be cou-
pled with a Final Position Clustering postprocessing scheme (dashed box) to improve
the predictions quality. The observation encoder attention mechanism considers each
neighbor's state n j j i along with its social features k j j i . The computation graph (right)
shows the state transfer inside the timewise VAE. Diamonds represent deterministic
states and circles represent stochastic states. Red parts are used only at training.

trajectory into account during learning. Neighbors are encoded through an at-
tention mechanism that uses social features similar to [2]. A major advantage
of our attention mechanism is that it relies only on the neighbors' observable
states (position and velocity). In contrast, previous attention-based works use
RNN hidden states as the representation of neighbors' states [17,2,38], which
can only take into account neighbors that are consistently tracked during obser-
vation. As we show, our timewise VAE with the proposed attention mechanism
achieves state-of-the-art performance on ETH/UCY/NBA datasets.

3 Approach

Our proposed SocialVAE approach infers the distribution of future trajectories
for each agent in a scene based on given historical observations. Speci�cally, given
a scene containingN agents, let x t

i 2 R2 be the 2D spatial coordinate of agenti
at time step t. We perform H -frame inference for the distribution over the agent's
future positions x T +1: T + H

i based on aT-frame joint observation, i.e., we estimate
p(x T +1: T + H

i jO 1: T
i ) where O1: T

i gathers the local observations from agenti to the
whole scene. SocialVAE performs prediction for each agent independently, based
on social features extracted from local observations, and can run with scenes
having an arbitrary number of agents. This may be of particular interest in real-
time and highly dynamic environments where the local neighborhood of a target
agent is constantly changing or cannot be tracked consistently.

3.1 Model Architecture

Figure 1 shows the system overview of our model. Its backbone is a time-
wise VAE. As in prior works [16,5,13,14], we use a RNN structure to condi-
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