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1 Complexity Analysis

We chose FCN-VGG [1, 3] as backbone network for our proposed self-constrained
inference optimization (SCIO) method. We designed a prediction-verification
network to capture the structural relationship between keypoints and optimize
the pose estimation result. In the following experiment, we evaluate the impact of
the prediction-verification network size on the overall pose estimation accuracy.
We trained three prediction-verification networks with different number of model
parameters by modifying the size and number of the convolutional layers. The
number of parameters and corresponding AP results on the COCO dataset [2] are
reported in Table 1. We can see that, when the size of each FCN-VGG backbone
is reduced from 14M to 8M, the total number of model parameters is reduced
from 168M to 72M and AP decreases by a small margin (1.4%). Compared to
the baseline, our method increases the training time by 50% and inference time
by 82.4%.

Table 1. Number of parameters and AP for different backbones of refinement network.

# Params AP

14M 79.2
FCN-VGG 8M 78.6

6M 77.8

2 Study on the Perturbation Term

During the search process of inference, we used perturbations with different
step size and chose the best step size of 1.5. Performance results for different
perturbation step size are shown in Table 2.

3 Additional Results

In this section, we provide addition results of our proposed SCIO method.
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Table 2. AP for different perturbation step size.

Step size 0.5 1.0 1.5 2.0 2.5 3.0 3.5

AP 78.5 78.3 79.2 78.8 78.7 79.0 78.4

Fig. 1. Comparison between HRNet-W48 (baseline) with SCIO (ours). (a) shows the
distribution of pose estimation scores for all persons in COCO val2017. (b) and (c)
show mean and standard deviation statistics of pose estimation scores, respectfully.

3.1 Comparison between HRNet-W48 with SCIO

To systematically evaluate our SCIO and study the contribution of each al-
gorithm component better, we use HRNet-W48 [4] as baseline to perform two
additional experiments on the COCO val2017 dataset. In Fig. 1, we compare the
distribution of OKS scores of all persons in the dataset between our SCIO method
with the HRNet-W48 method on COCO val2017 dataset. We can see that our
method significantly outperforms the HRNet-W48. Specifically, the number of
persons with low pose estimation scores in our method is much smaller than
that in the HRNet-W48 method. Meanwhile, the number of persons with high
pose estimation scores in our method is much larger. Using our SCIO method,
the mean value of the OKS score is increased by about 0.1, and the standard
deviation drops by around 0.01.

3.2 Effectiveness of Self-Constrained Optimization (SCO)

Our algorithm has two major components, the self-constrained learning (SCL)
and the self-constrained optimization (SCO). Using the verification network as a
verification module, the SCO method is able to perform local refinement of the
pose estimation result and significantly improve the pose estimation accuracy.
In the following experiment, we randomly choose 8 keypoints to demonstrate
how the SCO is able to improve their pose estimation accuracy. Specifically, for
each keypoint, during the local search, we randomly select 35 keypoints near the
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Fig. 2. Eight examples of refined keypoints from SCIO. The distribution shows key-
points error by the baseline HRNet-W48 method (red dots), our method with SCL
modules (green dots) and our method with both SCL and SCO modules (yellow dots),
where the blue curves represent errors of randomly selected coordinates.

Table 3. Comparison with DARK and Graph-GCNN of input size 128×96 on COCO
val2017.

Method Backbone Size AP AP 50 AP 75 APM APL AR

DARK [6] HR48 128×96 71.9 89.1 79.6 69.2 78.0 77.9
Graph-PCNN [5] HR48 128×96 72.8 89.2 80.1 69.9 79.0 78.6

SCIO (Ours) HR48 128×96 73.7 89.6 80.9 70.3 79.4 79.1
Performance Gain +0.9 +0.4 +0.8 +0.4 +0.9 +0.8

original prediction result and compute their self-constrained loss L2. As shown in
Fig. 2, the red dot represents keypoint loss (or estimation error) by the baseline
HRNet-W48 method, the green dot represents keypoint error by our method
with SCL modules, and the yellow dot represents final keypoint error with both
SCL and SCO modules. We can see that the keypoint error decreases gradually
when our method is used and both modules are contributing significantly to the
overall performance.

3.3 Comparison on Different Input Size

Table 3 shows the performance comparison on pose estimation with different
input image size, for example 128×96 instead of 384×288. We have only found
two methods that reported results on small input images. We can see that our
SCIO method also outperforms these two methods on small input images.
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