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Abstract. The embedding-based method such as Associative Embed-
ding is popular in bottom-up human pose estimation. Methods under
this framework group candidate keypoints according to the predicted
identity embeddings. However, the identity embeddings of different in-
stances are likely to be linearly inseparable in some complex scenes, such
as crowded scene or when the number of instances in the image is large.
To reduce the impact of this phenomenon on keypoint grouping, we try
to learn a sparse multidimensional embedding for each keypoint. We
observe that the different dimensions of embeddings are highly linearly
correlated. To address this issue, we impose an additional constraint on
the embeddings during training phase. Based on the fact that the scales
of instances usually have significant variations, we uilize the scales of in-
stances to regularize the embeddings, which effectively reduces the linear
correlation of embeddings and makes embeddings being sparse. We eval-
uate our model on CrowdPose Test and COCO Test-dev. Compared to
vanilla Associative Embedding, our method has an impressive superiority
in keypoint grouping, especially in crowded scenes with a large number
of instances. Furthermore, our method achieves state-of-the-art results
on CrowdPose Test (74.5 AP) and COCO Test-dev (72.8 AP), outper-
forming other bottom-up methods. Our code and pretrained models are
available at https://github.com/CR320/CoupledEmbedding.
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1 Introduction

Multi-person human pose estimation (HPE) is a fundamental task in com-
puter vision. Current multi-person HPE methods are mainly split up into two
paradigms: top-down and bottom-up. Top-down methods [25,30,3,28] first de-
tect instances via human detector and then perform keypoint detection for each
detected instance. By contrast, bottom-up methods [2,22,24,14] first detect all
identity-free keypoints and then group them into individual persons.

https://github.com/CR320/CoupledEmbedding
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Judging the identities of candidate keypoint is a significant challenge of
bottom-up methods. The part field-based methods [2,14] utilize limb informa-
tion to construct connective intensity between keypoints. The human center
regression-based methods [23,27,8] utilize a human center point to represent the
instance and densely estimate keypoint offsets w.r.t. the center. The embedding-
based methods [22,4,21] assign each candidate keypoint an identity embedding
and group keypoints with a heuristic matching algorithm in post-processing. In
recent years, the embedding-based methods are popular in human pose estima-
tion.

(a) Input (b) AE[22] (c) Our method

(d) AE[22] (e) Our method

Fig. 1. (a) shows the input image in a typical complex scene. (b) and (c) show the em-
bedding distribution in a 2-dimensional space (the original embedding dimensionality
is set to 8, we adopt PCA to reduce the dimensionality to 2). (d) and (e) show the
embedding distances between different instances (we only show the smallest 25 pairs)

Despite the embedding-based methods achieve impressive results on some
common benchmarks [1,20], they still suffer from precision degradation in some
complex scenes. For example, in crowded scenes with a large number of instances,
some predicted embeddings of different instances are likely to be linearly insep-
arable, resulting in incorrect keypoint grouping in the post-processing of the
embedding-based methods. When the 1-D embeddings are replaced by multidi-
mensional embeddings, they are still distributed on a line and the linear insep-
arability is not diminished. As shown in Figure 1(b), the embddings predicted
by AE [22] in red circle are linearly inseparable. To analyze the relationship
between different dimensions of embeddings, we collect images with more than
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3 instances in CrowdPose Test [18] and calculate the correlation coefficients be-
tween different dimensions of embeddings in one image. The histogram in Figure
2(a) shows that all the mean correlation coefficients are really close to 1, which
means different dimensions of embeddings predicted by AE [22] are highly lin-
early correlated.

(a) AE[22] (b) Our method

Fig. 2. Histogram of correlation coefficients. (a) shows the result of AE [22] and (b)
shows the result of our method. The dimensionalities of embeddings are set to 8 in
both methods. All samples are collected from CrowdPose Test [18].

To learn sparse multidimensional embeddings, we propose a novel method
named Coupled Embedding (CE). Different from vanilla embedding-based meth-
ods, our method imposes an additional regularization on the embeddings. Based
on the fact that the scales of instances usually have significant variations, we
choose the scales as the supervised inforamtion for regularization. In our method,
we convert the instance scales to a normalized vector which only has high val-
ues in one or two adjacent dimensions. Then we minimize the angle between
the scale vector and the vector embedding. This constraint pushes the principal
components of embeddings to be concentrated in certain dimensions. Figure 2(b)
shows that our method significantly reduces the linear correlation of embeddings
in an images.

To demonstrate the superiority of our method, we compare the embeddings
of AE [22] with our method in a typical complex scene. Comparing the result
in Figure 1(a) and Figure 1(b), it shows embeddings in AE [22] are almost
distributed on a line but the embeddings in our methods are scattered. Some
linearly inseparable embeddings predicted by AE [22] become linearly separable
in our method. Figure 1(d) shows that some embedding distances between dif-
ferent instances in AE [22] are lower than grouping threshold, which will cause
incorrect keypoint grouping. By contrast, Figure 1(e) shows that the embed-
ding distances increase apparently in our method, which means our method can
efficiently improve keypoint grouping.

Recent SOTA embedding-based methods [4,21] focus on improving heatmap
regression to enhance keypoint detection. As keypoint grouping is based on the
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results of keypoint detection, for a fair comparison with current embedding-based
methods, we further utilize learned scale information and adaptive loss weights
to improve heatmap regression.

In conclusion, our contributions are mainly as follows:

• To our best knowledge, we are the first to probe the limitation of keypoint
grouping in Associative Embedding. We find that different dimensions of
embeddings in an image are highly linearly correlated.

• We propose a novel keypoint grouping method named Coupled Embedding
for bottom-up human pose estimation. Our method imposes an additional
constraint on embeddings to learn sparse multidimensional embeddings.

• Our method achieves new state-of-the-art results on CrowdPose Test (74.5
AP) and COCO Test-dev (72.8 AP), outperforming all existing bottom-up
methods. We conduct a series of experiments and the results demonstrate
that our model has significant advantages in crowded scenes compared with
other bottom-up methods.

2 Related Work

2.1 Bottom-Up Methods

Bottom-up methods first detect all candidate keypoints in an image, then assem-
ble them into each instance. Pioneering works such as DeepCut [26] and L-JPA
[12] formulate the keypoint association problem as an integer linear program,
which however takes longer processing time. In recent years, there are three
popular types of bottom-up methods, including part field [2,14,17], human cen-
ter regression [23,27,8] and identity embedding [22,4,21]. The part field-based
methods produce a 2D vector field to construct connective intensity between
keypoints. OpenPose[2] is a representative part field-based method that predicts
the part affinity fields to construct the connective intensity and then utilizes
a greedy algorithm to assemble different keypoints of the same instance. In-
spired by OpenPose [2], PifPaf [14] utilizes the part intensity fields to localize
body parts, and employs the part association fields to associate body parts with
each other. The human center regression-based methods first locate a center
position of each instance, then densely predict displacements w.r.t the center
position for keypoints which belong to the instance. The method [23] proposes a
single-stage multi-person pose machine that simultaneously regresses the center
positions and body keypoint displacements, predicting multi-person poses within
one stage. DEKER [8] utilizes a multi-branch structure for separate regression,
where each branch learns a representation with dedicated adaptive convolutions
and regresses one keypoint offset. Associative Embedding [22] is the first to pre-
dict identity embeddings for keypoint grouping. Later methods [4,21] focus on
improving heatmap regression to enhance keypoint detection. Higherhrnet [4]
utilize higher-resolution heatmaps to handle scale variation. The method [21]
add a new branch to predict the uncertainty maps which adaptively adjust the
standard deviation of the gaussian kernel for each keypoint, enabling the model
to be more tolerant of various human scales and labeling ambiguities.
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2.2 Vector Embedding

Prior works apply vector embedding to many tasks. The methods [6,29] in image
retrieval utilize vector embedding to measure similarity between images. The
methods [31,9] map visual features and text features to the same vector space
to establish their connection in image classification or image captioning. Deep
clustering method [7,11] utilize vector embedding to obtain a feasible feature
space. Recently, many methods [22,4,21] in human pose estimation and object
detection [16] apply vector embedding in keypoint grouping.

For multi-person human pose estimation, Associative Embedding [22] is the
first to apply vector embedding for keypoint grouping and defines a loss function
which prompts keypoints from the same instance to have similar embeddings
and keypoints across different instances to have distinguishing embeddings. The
authors of Associative Embedding [22] found there are little performance gap
between 1-D embedding and multi-dimensional embedding, but they did not
probe the reason further. In our paper, we find that the different dimensions of
embeddings in an image are highly linearly correlated. Therefore, even in high-
dimensional space, the embeddings are almost distributed on one line, which is
the same as the 1-D case.

3 Our Method

3.1 Model Framework
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Fig. 3. An overview of our model. For each body keypoint, the model simultaneously
predicts detection heatmaps (gray) and embedding maps (pink). Function F tranforms
embedding maps into scale maps. Each location in scale maps represents a scale factor.
We draw the valid scale factors with yellow color, where larger value corresponds to
higher brightness. To make it easier to understand, locations in scale maps with low
detection scores are masked.



6 Wang et al.

Figure 3 illustrates the framework of our model. There are two branches that
produce detection heatmaps and embedding maps, respectively. During train-
ing, regression loss is employed to supervise detection heatmaps and grouping
loss is employed to supervise the identity embeddings. The scale loss acts as
a regularization item to constrain the embeddings. In addition, the vectors in
embedding maps can be transformed into scale factors which adaptively adjust
the ground truth heatmaps of detection branch. For a fair comparison with the
baseline method, we choose the same post processing as AE [22]. We first utilize
non-maximum suppression to get the peak detections for each keypoint. Then we
retrieve their corresponding embeddings at the same pixel location in embedding
maps. At last, we identify the group of detected keypoints across body parts by
matching embeddings via Hungarian algorithm [15]. To verify the generality of
our method, we further apply our method to HigherHRNet [4].

3.2 Coupled Embedding

Coupled Embedding predicts embedding maps T ∈ RH×W×K×M for K types
of keypoint, where M denotes the dimensionality of embeddings, H and W
denotes the height and width of embedding maps, respectively. Following AE
[22], we adopt the grouping loss to prompt embeddings within an instance tend
to have close distance, while embeddings across instances tend to be far apart. At
the same time, we expect that the multi-dimensional embeddings can be sparse.
Hence, we attempt to constrain the embeddings so that the principal components
of embeddings are concentrated in certain dimensions, while keeping the values
in other dimensions small. Based on the fact that the scales of instances usually
have significant variations, we utilize the scales to generate vectors for embedding
regularizing. In this paper, we define the scale of instance as Sn =

√
Sboxn

/L,
where Sboxn

denotes the bounding box area of the nth instance and L denotes
the short size of the input image.

Fig. 4. Regularization vectors of three different instances in an image. The x-axis and
y-axis denote scale level and the normalized component value, respectively.

Suppose sn denotes the generated regularization vector of the nth instance,
we compute sn as:

sn =
(|Sn − d |)−1

∥(|Sn − d |)−1∥2
, (1)
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where Sn denotes the scale of the nth instance and the d is a constant vec-
tor which divides the normalized scale into multiple levels. The value of each
dimension of d and can be written as:

di =
0.5 + i

M
(i = 0, 1, · · · ,M − 1) (2)

There is an example of regularization vectors of three different instances in Figure
4. As shown in Figure 4, the principal components of different regularization
vectors are different. The dimension with the highest value corresponds the scale
level which is the closest to the scale of instance.

3.3 Improving Heatmap Regression with Coupled Embedding

The 2D gaussian activation functions of heatmap regression in previous methods
are totally similar, which can be written as:

hn,k,i,j = e
−((i−xn,k)2+(j−yn,k)2)

2σ2 , (3)

where {xn,k, yn,k} denotes the coordinate of each keypoint and {i, j} denotes
the coordinate of each pixel in heatmap. σ is the standard deviation of gaussian
kernel which is usually set as a constant in previous methods. However, fixing
standard deviation is unreasonable because the model needs to handle a large
variance of human scales. An intuitive approach to solve this problem is applying
a scale factor to adaptively adjust the standard deviation of gaussian kernel,
which can be written as:

hγ
n,k,i,j = e

−((i−xn,k)2+(j−yn,k)2)

2(σ·γn)2 = (hn,k,i,j)
1/γ2

n , (4)

where γn denotes scale factor. And we define the scale factor as γn = Sn/θ,
where θ is a hyper-parameter to adjust the range of scale factor value.

Table 1. Comparison of training with fixed standard deviation and training with
adjusted standard deviation. We apply associative embedding[22] as the baseline.

σ fixed adjusted

θ - 0.85 0.75 0.65 0.55 0.45 0.35

AP 64.8 59.8 60.8 63.9 61.6 61.4 61.7

We attempt to directly take the scale of instance as the scale factor to adjust
the standard deviation, however we find it is inferior to prior fixed standard
deviation. We conduct multiple experiments in different values of θ, and the
results is shown in Table 1. We argue that the reason of the precision degradation
is that complex pose, occlusion and partially labeling cause the scale of instance
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contains much noise. To tackle this problem, we utilize learned embedding to
generate scale factor which eliminates the influence of scale noise and can been
written as:

γi,j =
1

θ

M−1∑
m=0

t̂i,j,mdm, (5)

where t̂ i,j is the normalized value of |t i,j | and dm is the constant vector defined
in Equation 2.

3.4 Loss Function

For Coupled Embedding, we simultaneously impose regularization loss and group-
ing loss on embedding maps. We denote regularization loss and grouping loss as
Ls and Lg, respectively. The regularization loss is written as:

Ls =
1

NK

∑
n

∑
k

(1− ⟨t̂n,k, sn,k⟩), (6)

where t̂n,k is sampled in embedding maps and sn,k is the corresponding regular-
ization vectors. The Ls maximizes the cosine similarity between t̂n,k and sn,k.
Grouping loss encourages pairs of embeddings to be assigned similar values if
the corresponding keypoints belong to the same instance or dissimilar values
otherwise. The loss function can be written as:

Lg =
1

NK

∑
n

∑
k

∥tn,k − t̄n∥22 +
2

N(N − 1)

∑
n

∑
m

e−∥t̄n−t̄m∥2
2/2, (7)

where t̄n = 1
K

∑
k tn,k.

In detection branch, distances between predicted heatmaps and target heatmaps
are frequently measured by L2 loss [2,22,24,14]. In target heatmaps, background
samples make up the vast majority, which leads to imbalanced training data. To
tackle this problem, we adaptively decays the loss value of easy samples, which
is similar to focal loss [19] in classification. In [16,32,21], this idea is also applied
to improve heatmap regression. The regression loss can be written as:

Lr = W · ∥H p −H σ·Γ
g ∥22, (8)

where H p is the predicted heatmap and H σ·Γ
g is the adaptively adjusted ground

truth. W is the weight which can be defined as:

W = P · |1−H p|+ (1−P) · |H p|, (9)

P = (1− logH
σ·Γ
g )−β , (10)

where β is the hyper-parameter that controls the decay rate of the noncentral
sample. In our practice, we set β to 0.01. The P defines the likelihood that a
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sample is positive. Equation (9) shows that positive samples which predict high
activations are assigned low weights and negative samples which predict low
activations are assigned low weights.

In conclusion, the total loss of our method can be written as:

Ltotal = Lr + λ1Lg + λ2Ls, (11)

where λ1 and λ2 are hyper-parameters. In practice, we set λ1 to 1e-3 and λ2 to
1e-4.

4 Experiments

4.1 Datasets and Implementation Details

Datasets In this paper, we validate our method on CrowdPose [18] and COCO
Keypoint [20] benchmarks. CrowdPose consists of three splits of Train, Val,
Test with 10K, 2K, 8K images, respectively. COCO Keypoint has larger scale
and includes three splits of Train, Val, Test-dev with 64K, 5K, 20K images,
respectively. The images in COCO Keypoint are usually collected from daily life
where crowded scenes only account for a small portion. CrowdPose defines an
index to represent the crowding level of input images and sets up the benchmark
that covers various scenes.

Implementation Details Our models are trained with Adam optimizer [13] for
a total of 300 epochs on both COCO [20] and CrowdPose [18]. The base learning
rate is initialized to 1.5e-3 at the beginning, then dropped to 1.5e-4 and 1.5e-5
at the 200th and 260th epochs, respectively. Following previous works [22,4,21],
we apply data augmentation with random scale ([0.75, 1.5]), random rotation
([−30◦, 30◦]), random translation ([−40, 40]) and random horizontal flipping in
a probability of 0.5. During test, the short side of input image is resized to 512
(or 640) and the flip test is also performed in all experiments, which is the same
as previous works [22,4,21]. When we perform multi-scale test, we resize the
original image with multiple scale factors which are set to {0.5, 1.0, 1.5}.

4.2 Comparison with SOTA

CrowdPose Test We compare our Coupled Embedding (CE) with state-of-
the-art HPE methods on CrowdPose Test whose results are shown in Table 2.
Our method achieves the best performance among all methods for both single
and multi-scale test. Top-down methods do not perform well in crwoded scenes
and get lower AP scores than bottom-up methods. Compared with the SOTA
embedding-based method [21] (this method is based on HigherHRNet [4]), when
the model is not pre-trained on COCO, our method achieves 1.8 points gain
in AP and 1.6 points gain in APH (highly crowded scenes). After pre-training
on COCO, the AP gain reduces to 0.5 but our method still achieves 1.2 points
gain in APH . Compared with other bottom-up methods, the superiority of our
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method is more apparent. Overall, the strong results on CrowdPose Test espe-
cially for APH demonstrate that our method is excellent at handling images in
crowded scenes.

Table 2. Comparisons on CrowdPose Test. Superscripts E, M and H of AP stand for
easy, medium and hard. Superscript ∗ means multi-scale test. Subscript † means model
is pretained on COCO

Method AP AP50 AP75 APE APM APH

Top-down methods

Mask-RCNN[10] 57.2 83.5 60.3 69.4 57.9 45.8
AlphaPose[5] 61.0 81.3 66.0 71.2 61.4 51.1
SimpleBaseline[30] 60.8 84.2 71.5 71.4 61.2 51.2
SPPE[18] 60.0 84.2 71.5 75.5 66.3 57.4

Bottom-up methods

OpenPose[2] - - - 62.7 48.7 32.3
HigherHRNet-W48[4] 65.9 86.4 70.6 73.3 66.5 57.9
HigherHRNet-W48∗[4] 67.6 87.4 72.6 75.8 68.1 58.9
DEKR-W32[8] 65.7 85.7 70.4 73.0 66.4 57.5
DEKR-W48[8] 67.3 86.4 72.2 74.6 68.1 58.7
DEKR-W48∗[8] 68.0 85.5 73.4 76.6 68.8 58.4
SWAHR-W32[21] 66.7 86.9 71.7 74.3 67.3 58.9
SWAHR-W48[21] 68.0 88.1 72.9 75.2 68.5 60.5
SWAHR-W48∗[21] 69.7 89.0 75.1 77.2 70.4 61.6

CE-W32(HRNet) 68.9 89.0 74.2 76.3 69.5 60.8
CE-W48(HRNet) 70.1 89.8 75.5 77.5 70.8 62.2
CE-W32(HigherHRNet) 69.6 89.7 74.9 76.9 70.3 61.6
CE-W48(HigherHRNet) 70.5 89.9 76.0 77.7 71.1 62.4
CE-W48∗(HigherHRNet) 71.6 90.1 77.3 79.0 72.2 63.3

Bottom-up methods pre-trained on COCO

SWAHR-W48†[21] 71.6 88.5 77.6 78.9 72.4 63.0
SWAHR-W48∗† [21] 73.8 90.5 79.9 81.2 74.7 64.7

CE-W48†(HigherHRNet) 72.9 89.5 78.8 79.6 73.7 64.5
CE-W48∗†(HigherHRNet) 74.5 91.1 80.2 81.3 75.4 66.2

COCO Test-dev As shown in Table 3, we make comparisons with the state-
of-the-art HPE methods on COCO Test-dev which is dominated by top-down
methods. Compared with the performance on CrowdPose Test, our method has
lower AP gain on COCO Test-dev since there are less images in complex scenes.
However, our method still outperforms other bottom-up methods. And when we
evaluate the model with multi-scale test, we can get the highest AP score at 72.8.
This achieves a new state-of-the-art result. Compared with top-down methods,
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our best result has an advantage in AP score over early methods [10,25,3] and
is comparable with recent top-down methods [3,30].

Table 3. Comparisons on COCO Test-dev. AE(HRNet-W32) means a implemention
of associative embedding in [4], where the model replaces the backbone with HRNet.
Superscripts M and L of AP stand for medium and large. Superscript ∗ means multi-
scale test

Method AP AP50 AP75 APM APL

Top-down methods

Mask-RCNN[10] 63.1 87.3 68.7 57.8 71.4
G-RMI[25] 64.9 85.5 71.3 62.3 70.0
CPN[3] 72.1 91.4 80.0 68.7 77.2
SimpleBaseline[30] 73.7 91.9 81.1 70.3 80.0
HRNet-W48[28] 75.5 92.5 83.3 71.9 81.5

Bottom-up methods

OpenPose[2] 61.8 84.9 67.5 57.1 68.2
AE(HRNet-W32)[4] 64.1 86.3 70.4 57.4 73.9
PersonLab[24] 66.5 88.0 72.6 62.4 72.3
PersonLab∗[24] 68.7 89.0 75.4 64.1 75.5
PifPaf[14] 66.7 - - 62.4 72.9
SPM[23] 66.9 88.5 72.9 62.6 73.1
HigherHRNet-W32[4] 66.4 87.5 72.8 61.2 74.2
HigherHRNet-W48[4] 68.4 88.2 75.1 64.4 74.2
HigherHRNet-W48∗[4] 70.5 89.3 77.2 66.6 75.8
DEKR-W32[8] 67.3 87.9 74.1 61.5 76.1
DEKR-W48[8] 70.0 89.4 77.3 65.7 76.9
DEKR-W48∗[8] 71.0 89.2 78.0 67.1 76.9
SWAHR-W32[21] 67.9 88.9 74.5 62.4 75.5
SWAHR-W48[21] 70.2 89.9 76.9 65.2 77.0
SWAHR-W48∗[21] 72.0 90.7 78.8 67.8 77.7

CE-W32(HRNet) 67.0 88.9 73.7 60.4 76.4
CE-W48(HRNet) 68.4 88.7 75.5 63.8 75.9
CE-W32(HigherHRNet) 68.8 90.3 75.2 62.9 77.1
CE-W48(HigherHRNet) 71.1 90.8 77.8 66.4 78.0
CE-W48∗(HigherHRNet) 72.8 91.2 79.9 68.3 79.3

4.3 Group Margin

In order to measure the keypoint grouping competence of embedding-based
methods without AP, we introduce an index named group margin which is de-
fined as the minimum embedding distance minus grouping threshold. Then we
evaluate images on CrowdPose Test [18] and collect group margins of each im-
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age for above two methods. At last, we calculate the mean group margin of test
images.

(a) (b)

Fig. 5. (a) shows the group margins in 10 different occlusion degrees. (b) shows the
group margins correspoding to number of instances from 2 to 13. In (b), the negative
group margin indicates the embedding distance is lower than grouping threshold.

Comparing the group margin in Figure 5(b), we observe that AE [22] is
sensitive to number variation of instances in an image. When the number of
instances is higher than ten, the embedding distance is lower than grouping
threshold. Compared with AE [22], our method achieves larger group margin in
each occlusion degree and number of instances. It indicates our model has more
powerful grouping capacity in crowded scenes. In Figure 5(a), we observe that our
advantages in different occlusion degrees are relatively stable. In Figure 5(b), our
advantage is overwhelming when number of instances is large. Large number of
instances in image means large number of clustering centers in embedding space.
This experiment result illustrates that if the number of clustering centers is large,
some embeddings could be assigned to the wrong group, where the embeddings
of different instances are likely to be linearly inseparable.

4.4 Comparison of Keypoint Grouping

Our method has obvious advantages in keypoint grouping, but it only indicates in
some complex scenes such as high occlussion degree or large number of instances.
However, many test samples are in simple scenes in our test sets. Hence, to
explore the superiority of our method in keypoint grouping, we sample 4 subsets
from the CrowdPose Test according to different occlussion degrees and instance
numbers. To eliminate the influence of keypoint detection, all methods in the
experiments apply naive heatmap regression.

All the results are shown in Table 4. Subset1 has small number of instances
but high occlusion degree. In this scene, embedding-based methods indiacate
obvious advantage and our method has larger superiority. Subset2 has small
number of instances and low occlusion degree, which is a commom simple scene.
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Table 4. Comparisons on 4 different subsets. We apply 3 methods in this experiment.
DEKR belongs to dense regression methods and AE [22] is the vanilla embedding-based
method. The backbone and the input resolution are the same in all the methods.

subset1 subset2 subset3 subset4

number of instances 2 ∼ 5 2 ∼ 5 > 6 > 6

occlusion degree top 20% last 20% top 20% last 20%

AP
DEKR 61.8 78.7 50.3 62.5
AE 64.4 78.8 49.8 60.3
ours(AE + scale loss) 65.9 78.7 52.0 62.2

In this scene, all the methods achieve similar AP scores. Subset3 has high occlu-
sion degree and large number of instances which is a pretty complex scene. In this
scene, our method performs much better than other methods. Subset4 has low
occlusion degree but large number of instances. In this scene, vanilla embedding-
based method has noticeable performance degradation but our method alleviates
this negative influence. The above results show the superiority of our method in
keypoint grouping when the occlusion degree is high or number of instances is
large.

4.5 Ablation Study

Table 5. Ablation study of different strategies. We apply AE [22] with the backbone
of HRNet-W32 as our baseline.

baseline
√ √ √ √ √

embedding regularization
√ √ √ √

adjusted heatmap
√ √

weighted L2-loss
√ √

AP 64.8 66.0 67.6 67.6 68.9

APhard 57.5 58.2 59.6 59.8 60.8

We perform a series of ablation experiments on CrowdPose Test to study
the effects of our strategies. As we can see in Table 5, all of our designs lead to
obvious increases in AP. Eventually, our method gets around +4 AP gain over
the baseline. Compared to the baseline, the embedding regularization achieve a
gain of +1.2 AP. The adjusting for ground truth heatmaps and weighted L2-loss
brings both bring apparent improvement. As keypoint grouping is based on the
results of keypoint detection, we utilize these two strategies to improve heatmap
regression for a fair comparison with current SOTA embedding-based methods.
Besides mean AP, all of our strategies bring improvements on APhard.
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4.6 Hyper-parameter Study

Table 6. Study of M and θ. The results are reported on CrowdPose Test and COCO
Val with single-scale test. Detection heatmap in each model is trained by standard
L2-loss.

(a) θ = 0.55

M 4 8 12 16

AP 67.1 67.6 67.6 67.3

(b) M = 8

CrowdPose Test COCO Val

θ 0.45 0.50 0.55 0.60 0.65 0.30 0.35 0.40 0.45 0.50

AP 66.8 67.5 67.6 67.2 66.9 65.1 66.1 66.4 66.0 61.8

For Coupled Embedding, we study two significant hyper-parameters in Equa-
tion 5 includingM and θ which denote the dimensionality of embeddings and the
coefficient of scale factors, respectively. As shown in Table 6(a), we can get the
best result when M is set to 8 or 12. Considering both efficiency and accuracy,
we finally set M to 8. The θ is a coefficient that controls the scaling amplitudes of
scale factors. To explore an appropriate θ, we perform experiments with different
values of θ on CrowdPose and COCO. Considering results in Table 6(b), we set
θ to 0.55 and 0.4 when we experiment on CrowdPose and COCO, respectively.

5 Conclusions

In this paper, we probe the limitation of keypoint grouping in Associative Em-
bedding [22] and find that different dimensions of embeddings in an image are
highly linearly correlated. To address this issue, we propose a novel keypoint
grouping method named Coupled Embedding for bottom-up human pose esti-
mation. Our method imposes an additional constraint on embeddings to learn
sparse multidimensional embeddings. Our method creates new state-of-the-art
results on CrowdPose Test (74.5 AP) and COCO Test-dev (72.8 AP), outper-
forming all existing bottom-up methods. We conduct a series of experiments and
the results show that our model has significant advantages in complex scenes.
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