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Abstract. While the voxel-based methods have achieved promising re-
sults for multi-person 3D pose estimation from multi-cameras, they suffer
from heavy computation burdens, especially for large scenes. We present
Faster VozelPose to address the challenge by re-projecting the feature
volume to the three two-dimensional coordinate planes and estimating
X,Y, Z coordinates from them separately. To that end, we first localize
each person by a 3D bounding box by estimating a 2D box and its height
based on the volume features projected to the xy-plane and z-axis, re-
spectively. Then for each person, we estimate partial joint coordinates
from the three coordinate planes separately which are then fused to ob-
tain the final 3D pose. The method is free from costly 3D-CNNs and
improves the speed of VoxelPose by ten times and meanwhile achieves
competitive accuracy as the state-of-the-art methods, proving its poten-
tial in real-time applications.
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1 Introduction

Estimating 3D human pose from RGB images is a fundamental problem in com-
puter vision. It not only paves the way for some important downstream tasks such
as action recognition [36,39, 42,43, 50] and human-computer interaction [1, 18],
but also enables a wide range of applications, e.g. sports analysis [5,29] and
virtual avatar animation [46,63].

While many works [8,24,27,40, 41,59, 61] address monocular 3D pose esti-
mation, their application in serious scenarios is limited because of the degraded
accuracy [20,34]. In addition, monocular human pose estimation struggles when
occlusion occurs which is ubiquitous in natural images [7,10]. As a result, the
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Fig. 1. Multi-view 3D Pose Estimation. Given multi-view images and camera pa-
rameters, the task aims to estimate the 3D poses of all people in the world coordinates.
Similar to [38], our approach is based on the volumetric representation and detects 3D
box as an intermediate step.

state-of-the-art 3D human pose estimation results are usually obtained via multi-
camera systems which consist of a group of synchronized and calibrated wide-
baseline cameras [2,9,22,38,47,55,57,58].

Simple triangulation [14,51] can achieve accurate 3D pose estimates if the 2D
poses in all views are accurate. However, 2D pose estimates may have errors in
practice especially when occlusion occurs. To address the problem, voxel-based
methods [17,28, 31, 38,47, 54] have been proposed which inversely project 2D
features or heatmaps in each view to the 3D space and then fuse the multi-view
features. The resulting feature volume is more robust to occlusions in individ-
ual cameras. Then they apply a 3D-CNN to estimate the 3D positions of the
body joints from the feature volume. While these methods achieve very accurate
results, the computation complexity increases cubically with space size. As a
result, they cannot support real-time inference for large scenes such as sports
stadiums or retail stores.

In this work, we present Faster VoxelPose which is about ten times faster
than VoxelPose on the common benchmarks and more importantly scales grace-
fully to large spaces. Inspired by technical drawing where a 3D object is often
unambiguously represented by three 2D orthographic projections, i.e. plan, ele-
vation and section, we re-project the previously fused 3D volumetric features to
the three 2D coordinate planes by orthographic projection and estimate partial
coordinates, e.g. xy, zz and yz, of a 3D pose from each of the 2D planes, which
are then fused by a tiny network to predict zyz. The main advantage of the
method is that we can replace the expensive 3D-CNNs with 2D-CNNs which
reduces the computation cost from O(n?®) to O(n?) where n is the spatial reso-
lution. However, the factorization brings two new challenges. First, people that
are far away in the 3D space could overlap in some planes after re-projection,
which may bring severe ambiguity to the corresponding features. Second, the
estimation results may be inconsistent across planes so we need a strategy to
aggregate the contradictory predictions.

We address the challenges from two aspects. Firstly, as shown in Fig. 1,
we present Human Detection Networks (HDN) to estimate a tight 3D box for
each person which is used to filter out the features of other people. By contrast,
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VoxelPose [38] use a loose fixed-size 3D bounding box. In particular, we re-project
the 3D feature volume to the zy plane by max-pooling along the z axis (bird’s-
eye view), and apply a 2D-CNN to localize people by a 2D box in the xy plane.
Then, for each bounding box, we obtain a 1D “column” feature representation
from the volume at the box center along the z axis, and apply a 1D-CNN to
estimate the vertical position of the box center.

Then we present Joint Localization Networks to estimate a 3D pose for each
3D box. We first mask out the features in the volume which are outside the box to
reduce the impact of other people, obtaining person-specific feature volume. We
re-project the masked volume to the three coordinate planes and estimate the X,
Y and Z coordinates, respectively. For each coordinate, we have two predictions
from two planes. It is probable that the two predictions are contradictory so we
propose a fusion network to learn a weight for each prediction and aggregate
them to obtain the final 3D pose.

Our approach achieves competing results as the baseline method which uses
3D-CNN. But ours is about 10 times faster than it (speed improvement is larger
for larger scenes). Our contributions are four-fold: 1) We design a lightweight
framework for efficient training and inference of the multi-view multi-person 3D
pose estimation problem. Our approach demonstrates that 3D human detec-
tion and pose estimation can be resolved on the re-projected 2D feature maps
with careful design. 2) We propose a novel 3D human detector that disentan-
gles ground plane localization and height estimation. 3) We utilize 3D bounding
box for feature masking, which contributes to person-specific feature volume
and improves joint localization accuracy. 4) We deploy the confidence regression
networks to adaptively fuse the estimates on the re-projected planes to com-
pensate for their individual accuracy loss. While we focus on pose estimation
in this work, the idea may also benefit other voxel-based tasks such as object
detection [23,33,60] and shape completion [45].

2 Related Work

2.1 Multi-view 3D Pose Estimation

For the single-person case, the key is to handle 2D pose estimation errors in
individual planes. Iskakov et al. [17] designed differentiable triangulation which
uses joint detection confidence in each camera view to learn the optimal trian-
gulation weights. Pavlakos et al. [26] applied CNN with 3D PSM for markerless
motion capture. Qiu et al. [28] used epipolar lines to guide cross-view feature
fusion followed by a recurrent PSM. Epipolar transformer [15] extended [28] to
handle dynamic cameras. Generally speaking, single-person 3D pose estimation
has achieved satisfactory results when there are sufficient cameras to guarantee
that every body joint can be seen from at least two cameras.

Multi-person 3D human pose estimation is more challenging because it needs
to solve two additional sub-tasks: 1) Identifying joint-to-person association in
different views. 2) Handling mutual occlusions among the crowd. To address
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the first challenge, various association strategies are proposed based on re-id
features [9], dynamic matching [2], 4D graph cut [56], and plane sweep stereo [22].
However, in crowded scenes, noisy 2D pose estimates would harm their accuracy.
To address the second challenge, Belagiannis et al. [2] extended PSM for multi-
person. Wang et al. [44] propose a transformer-based direct regression model
with projective attention.

Recently, voxel-based methods [30, 38,47, 54] are proposed to avoid mak-
ing decisions in each camera view. Instead, they fuse multi-view features in the
3D space and only make the decision there. Such methods are free from pair-
wise reasoning of camera views and enable learning human posture knowledge
in a data-driven way. However, the computation-intensive 3D convolutions pre-
vent these approaches from being real-time and applicable to large spaces. Our
method enjoys the benefit of volumetric feature aggregation, meanwhile being
significantly faster and more scalable.

2.2 Efficient Human Pose Estimation

Designing efficient human pose estimators has been intensively studied for prac-
tical usage. For extracting 2D pose from images, state-of-the-art methods [21,
25,35,49,52] have achieved real-time inference speed. In terms of multiview 3D
pose estimation, Bultman et al. [6] explores an efficient system using edge sen-
sors. Remelli et al. [32] and Fabbri et al. [12] adopt encoder-decoder networks
to reduce computation, but they are not applicable to the multi-person setting.
Most recently, Lin et al. [22] and Wang et al. [44] present alternative solutions
to volumetric methods [38,47,54] and show some speed improvement. Neverthe-
less, these methods are capped in terms of scalability, which prevents them from
being deployed to large scenes. Our method is complementary to state-of-the-
art lightweight 2D pose estimators, and can further improve the speed of other
volumetric methods [12,30,47].

3 Method

3.1 Overview

Without loss of generality, we explain our motivation with a simple case in which
there is only one person. As shown in Fig. 2 (A), the input to our approach is a
3D feature volume V € REXLXWXH which is constructed by back-projecting the
2D pose heatmaps in multiple cameras to the 3D voxel space [38]. The 2D pose
heatmaps are extracted from the images using an off-the-shelf pose estimation
model [37]. L xW x H represents the number of voxels that are used to discretize
the space and K represents the number of joint types. The volume approximately
encodes the per-voxel likelihood of body joints.

In Fig. 2 (A), we show a 3D joint of interest, e.g. a shoulder joint, as
P = (X,Y,Z). In general, the corresponding feature volume should have a dis-
tinctive pattern around P so that it can be localized by expensive 3D-CNNs [38].
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Fig. 2. Problem Decomposition. (A): Considering a single person, we re-project
its feature volume to the coordinate planes with orthographic projection. The partial
coordinates can be estimated by 2D CNN and assembled to 3D estimation. (B): Multi-
person brings the extra challenge of ambiguity and occlusion. Nonetheless, people can
be easily isolated from the bird’s-eye view of the aggregated feature volume. Based on
the intuitive ideas, we develop the lightweight Joint Localization Networks and Human
Detection Networks respectively.

To reduce the computation cost, we re-project the volume to the three coordi-
nate planes (i.e. the zy, yz, xz planes), respectively, resulting in three 2D feature
maps. We can imagine that there are also distinctive patterns at the correspond-
ing locations of each 2D feature map, e.g. (X,Y) at the zy plane, which can be
similarly detected by 2D-CNNs. Then the 3D position of P can be assembled
from the estimated coordinates in the three planes.

However, when we apply the idea to the multi-person scenario, we are con-
fronted with new challenges. The features of different people may be mixed
together after being projected to the coordinate planes even when they are far
away from each other in the 3D space. This may corrupt the pose estimation
accuracy. Inspired by top-down 2D pose estimation [13], the problem can be al-
leviated by “cropping” the person from the overall 3D space and only projecting
features belonging to the person to the planes. So the remaining task is to detect
each person in the 3D space efficiently. We utilize the prior that people barely
overlap along the z axis, therefore they can be easily detected in the bird’s-eye
view as shown in Fig. 2 (B).

We take a two-phase approach to address the challenges. In the first phase,
we present Human Detection Networks (Section 3.2) which efficiently detects
all people from the bird’s-eye view by 3D bounding boxes, ensuring that only
the person-of-interest features are passed to the next phase. The second phase
conducts fine-grained pose estimation for each person with Joint Localization
Networks (Section 3.3), which is greatly eased since occlusion and distraction
are mostly eliminated in the first phase. Importantly, all the operators in the
networks are on 2D and 1D features, which boosts the speed.

3.2 Human Detection Networks

We first apply HRNet [37] to estimate 2D pose heatmaps from the multiview
images, and construct an aggregated feature volume V € REXILXWXH 1y hack-
projecting the heatmaps to the 3D voxel space. Since people are usually on the
ground plane and it is less probable that one person is right on top of another,
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Fig. 3. Human Detection Networks. We first construct the feature volume V from
the multi-view images. It is then projected to the zy plane to obtain the feature map
Fv) (bird’s-eye view). A Multi-branch 2D CNN estimates three feature maps encoding
each person’s center position, bounding box size, and center offset, respectively. We
then select the 1D columns feature F*) from the positions with high confidence values
on H®*¥), Then a 1D CNN estimates the heatmap H® of the vertical position of the
3D box center. Finally, HDN outputs the combined 3D bounding box.

it inspires us to construct a 2D bird’s-eye view representation from the feature
volume for efficiently detecting people.

Detection in xy Plane We re-project the aggregated feature volume to the
ground plane (zy) by performing max-pooling along the z direction and ob-
tain F(#¥) ¢ REXLXW  Then we feed F(*¥) to a 2D fully convolutional network
to detect the locations of people in the xy plane. The positions of all people in the
plane are encoded by a 2D confidence map HE) e [0, 1]5XW whose value H(‘T;y)
represents the likelihood of human presence at the location (4, 7). For training
supervision, we generate the ground-truth (GT) 2D confidence map H®Y). Tts
values are computed by the distance between the GT center point and each grid
point using a Gaussian kernel. Specifically, the confidence value of grid point
(i,7) is computed by:

N2 . TN\2
o) _ =i+ G )
iy = et 2

where N denotes the number of persons and (z;l, j~n) represents the corresponding
GT position for person n. We just keep the largest scores in the presence of
multiple people. The mean squared error (MSE) loss is computed by:

L2q= ZZ IH — = (1)

=1 j=1
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We further estimate a 2D box size for each person instead of assuming a
loose constant size as in the previous work [38]. The height of the box is simply
set to be 2000mm. This is critical to isolate the interference of multiple people,
especially in crowded scenes. Our model generates a box size embedding at all
grid points, denoted as S € R2XLxW Byt only those at the locations with large
confidences are meaningful. We compute a ground-truth size embedding S based
on box annotations.

During training, we only compute losses on the grid points which are adjacent
to the ground-truth box centers. Specifically, for a 2D GT box center (z,7), we
only add supervision on the discretized grid points (| % |, | £]), where [ represents
the length of a single voxel and w denotes the width. Let U denote the set of the
neighboring points mentioned above and suppose N is the number of persons in
the image. We compute an L, loss at each center point in U:

1 N
‘Csize = N Z ||Si7j - Si,j”l (2)

(¢,7)€U

In addition, to reduce the quantization error, we estimate the local offset for
each root joint on the horizontal plane. Similar to size estimation, the model
outputs an offset prediction at each grid point, denoted as O € RZXEXW  We
also generate a GT offset prediction O and use an L; loss on the neighboring
points:

1 R
Loty =+ > 10, =04l (3)
(,7)€U

Inspired by [62], we use a simple network structure with three parallel branches
to estimate the heatmap, offset and size respectively. As shown in Fig. 3, the 2D
bird’s-eye features are passed through a fully-convolutional backbone network
and then fed into three separate branches with identical designs, which consist
of a 3 x 3 convolution, ReLLU, and another 1 x 1 convolution.

Detection in z Azis The remaining task is to estimate the center height for
each proposal. Firstly, we obtain the proposals with P largest confidences on
the 2D heatmap H¥) after applying non-maximum suppression (NMS). We set
P = 10 in all the experiments. Subsequently, we extract the corresponding 1D
“columns” for each proposal from the aggregated feature volume V, denoted
as F(?) ¢ RPXEXH which is then fed into a 1D fully convolutional network to
regress the height. Similar to 2D detection, our model generates 1D heatmap
estimation H®) ¢ [0,1]7>*H " indicating the likelihood of human presence at
every possible height. We compute a GT 1D heatmap H() for each proposal
based on its center height using the Gaussian distribution. Likewise, we use an
MSE loss here:

P H
1 z y (2
Lia=5 > > IH7 ~H, (4)

p=1k=1
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Finally, we select the height with maximum confidence and by combining it
with the 2D box center, offset and size, we can obtain the 3D bounding box.
The overall confidence score for each box is computed by multiplying the scores
of the 2D heatmap and 1D outputs. According to the exponential property of
the Gaussian function, it can be regarded as an approximate of the 3D Gaussian
distribution. We set a threshold for confidence scores to select the valid proposals.
To sum up, the overall training objective is as follows:

EHDN = £2d + /\sizeﬁsize + Aoffﬁoff + )\1d£1d (5)
where we set Agi.e = 0.02, Aosr = 0.1 and Mg = 1.

3.3 Joint Localization Networks

Person-specific Feature Volume. With the bounding box of each person, we con-
struct its fine-grained feature volume to predict the final 3D pose. We first crop
a smaller feature volume V' from V centered at the box center with a fixed size
(i.e. 2m x 2m x 2m). It suffices to cover arbitrary poses and maintains the rela-
tive scale of the motion space. The space is then divided into L' x W’ x H’ voxels.
Now the key step is to zero out the features outside the estimated bounding
box to get the person-specific feature volume Vg. This masking mechanism re-
duces the distraction of other people and enables safe volume re-projection in
the following stage.

Joint Localization. To reduce the computational cost, we re-project Vg onto
three orthogonal 2D planes, i.e. the xy plane, xz plane and yz planes in the world
coordinate systems. Let P(®¥) ¢ REXL' W' p(ez) ¢ REXL'xXH' 5pq pl2) ¢
REXW'>H" Jenote the re-projected feature maps corresponding to the three
planes, respectively. Again, we use max-pooling for feature projection.
Subsequently, they are concatenated as a batch and fed to a 2D CNN for joint
localization, as shown in Fig. 4. Note that we set the same granularity of voxels
on different axes to enable parallel estimation, i.e. L' = W/ = H’. The 2D CNN
produces a joint-wise heatmap estimation for each re-projection plane, denoted
as ﬂ(t)(t € {2y, xz,y2}) in the same shape of P®). To reduce the quantization
error, we compute the center of mass of H® instead of taking the maximum
responses. Specifically, the estimated positions J®) e REX2 gre computed by:

w L H W H
AR DIPI VIR (A LRSI NOE : e EREDPPFADE i

i=1 j=1 i=1 k=1 j=1k=1
(6)

We supervise the estimations with the ground-truth 2D location J®) e RF*2
on each plane. An Lq loss is computed by:

K
Lom =YY 13 =3P (7)
k=1

t
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Fig. 4. Joint Localization Networks. For each person, we first construct its local
feature volume V’. The person-specific feature volume Vy is obtained by masking V'
with the detected 3D box. We re-project Vs to three orthogonal coordinate planes to
get the 2D feature maps P®. A shared 2D pose estimator regresses the joint locations
J® for each plane, and a confidence network computes the corresponding weights w®,
Finally, the 3D pose J is computed by weighting J* with W) in a pairwise manner.
(t € {zy,zz,yz})

Adaptive Weighted Fusion. The quality of P(Y) and the difficulty of pose esti-
mation naturally vary with the re-projection plane and human pose, thus we
hope the model could learn to discriminate and balance the estimations from
different planes automatically. To achieve this, we introduce a lightweight confi-
dence regression network. We assume that the pattern of H® could reflect the
quality of 2D pose estimation. Therefore, the estimated heatmaps H® are fed
into a shared confidence regression network. Inspired by [58], we adopt a simple
design for the confidence regression network, consisting of a convolutional layer,
a global average pooling layer and one fully-connected layer.

The network generates joint-wise fusion weight for each plane, denoted as
W) € RE. We then use the Softmax function for normalization in a pair-wise
manner and obtain the final 3D prediction J € RE*3. Specifically, for the joint
k, the final estimations can be computed by:

jhl = softmax(W,(fy), W,izz)) . (Jgf), J,(ff))
Jpo = softmax(W,(fy), W,(cyz)) . (jgfg), j;yf)) (8)
Js = softmax(W™, W) - (30, 35

where J ,(ff ) denotes taking the first component of the 2D estimated coordinates

of jl(fy), namely the component on the z-axis, and the other notations have
similar interpretations. Let J denote the GT 3D pose, we use an L loss to train
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the confidence regression network:

K
Econf:Z”Jk_Jknl (9)
k=1

Now we get the overall training objective of JLN as follows. In our experi-
ments, we set Acony = 1.

‘CJLN = [fhm + )\conf['conf (10)

4 Experiments

xy-plane xz-plane yz-plane 3D pose

Fig. 5. Qualitative Results on the CMU Panoptic Dataset. The first row illus-
trates the estimated root joints in HDN. The second row shows the estimated 2D poses
on the three orthogonal re-projection planes and the fused 3D pose in JLN. The last
row shows the 2D back-projection of the estimated 3D pose to each camera view.

4.1 Setup

Datasets. The Shelf [2] dataset captures four people disassembling a shelf using
five cameras. We select the frames of test set following previous works [22, 38].
The Campus [2] dataset captures multiple people interacting with each other in
an outdoor environment shot by three cameras. The CMU Panoptic [19] dataset
captures multiple people engaging in social activities. We use the same training
and testing sequences captured by five HD cameras as in [22, 38].

Training Strategies. Due to incomplete annotations of Shelf and Campus, we
use synthetic 3D poses to train the model for the two datasets, following [22,38].
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Table 1. Quantitative Evaluation of HDIN. We measure the mean center error,
precision and recall rate to evaluate the quality of human center detection and offset
regression. The IoU score is computed between the estimated horizontal bounding box
and GT, which additionally reflects the precision of bounding box size estimation.

Mean Center Error (mm) ‘ Precision ‘ Recall ‘ TIoU

53.73 | 09982 | 0.9985 | 0.757

For the Panoptic dataset, we first finetune the 2D heatmap estimation network.
Then we fix the 2D network and train the 3D networks following [38].

Evaluation Metrics. Following the common practice, we compute the Percent-
age of Correct Parts (PCP3D) metric on Shelf and Campus. Specifically, we pair
each GT pose with the closest estimation and calculate the percentage of cor-
rect parts. For the Panoptic dataset, we adopt the Average Precision (AP k) and
Mean Per Joint Position Error (MPJPE) as metrics, which reflect the quality of
multi-person 3D pose estimation more comprehensively. In addition, we measure
the inference time and frame per second (FPS) on the Panoptic dataset.

4.2 Evaluation and Comparison

Evaluation of HDIN. We first evaluate the performance of the Human De-
tection Networks qualitatively. As Fig.5 shows, our model is able to detect the
human centers and estimate the 3D bounding boxes as intended, despite the fact
that severe occlusion occurs in all views. Accurate 3D bounding boxes help to
isolate the persons for the fine-grained joint localization. In addition, we quanti-
tatively measure the performance of HDN in terms of both center position and
bounding box. As Tab.1 shows, our HDN localizes the root joint well, and the re-
gressed bounding boxes overlap with GT mostly. The mean center error is larger
than the MPJPE of JLN because JLN involves detailed pose estimation on a
finer voxel granularity. Still, the center precision suffices to provide a reasonable
3D bounding box for joint localization.

Evaluation of JLN. We compare the 3D pose estimation performance with
the state-of-the-art (SOTA) multi-view multi-person 3D pose estimation meth-
ods on Shelf and Campus [2]. While the proposed method is primarily optimized
for inference efficiency and makes several approximations, it performs competi-
tively with SOTA as shown in Tab.2. On the Shelf dataset, it outperforms the
SOTA volumetric approach VoxelPose [38] which features fully 3D convolutional
architecture. We also train and test on the Panoptic [19] dataset following the
most recent works [22,38]. As shown in Tab. 3, our method receives an extra
per-joint error of about 2mm. We argue that the error margin is within an ac-
ceptable range given the speed-accuracy trade-off in real-time applications.
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Table 2. Comparison with SOTA on Campus and Shelf. We compute the
PCP3D (Percentage of Correct Parts) metrics following previous work. A part is con-
sidered correct if its distance with GT is at most half of the limb length.

Shelf Campus

Method Actorl Actor2 Actor3 Average Actorl Actor2 Actor3 Average
Belagiannis et al. [2] 66.1 65.0 83.2 71.4 82.0 724 73.7 75.8
Belagiannis et al. [4] 75.0 67.0 86.0 76.0 83.0 73.0 78.0 78.0
Belagiannis et al. [3] 75.3 69.7 87.6 7.5 93.5 75.7 84.4 84.5
Ershadi-Nasab et al. [11] 93.3 75.9 94.8 88.0 94.2 92.9 84.6 90.6
Dong et al. [9] 98.8 94.1 97.8 96.9 97.6 93.3 98.0 96.3
Huang et al. [16] 98.8 96.2 97.2 97.4 98.0 94.8 97.4 96.7
Tu et al. [38] 99.3 94.1 97.6 97.0 97.6 93.8 98.8 96.7
Lin et al. [22] 99.3 96.5 98.0 97.9 98.4 93.7 99.0 97.0
Wang et al. [44] 99.3 95.1 97.8 97.4 98.2 94.1 97.4 96.6
Ours 99.4 96.0 97.5 97.6 96.5 94.1 97.9 96.2

Table 3. Comparison with SOTA on Panoptic. For efficiency metrics, We measure
the average per-sample inference time on Panoptics test set (5 camera views, 3.41
person per frame). The measurement is done on a Linux machine with GPU GeForce
RTX 2080 Ti and CPU Intel(R) Xeon(R) CPU E5-2699A v4 @ 2.40GHz. Batch size is
set to be 1 for all methods.

Method ‘ APgs APso AP100 AP1s0 MPJPE Time FPS
VoxelPose [38] 83.59  98.33 99.76 99.91 17.68mm  316.0ms 3.2
PlaneSweepPose [22] 92.12 98.96 99.81 99.84 16.75mm 234.3ms 4.3
MvP [44] 92.28  96.60 97.45 97.69 15.76mm  278.8ms 3.6
Ours 85.22  98.08 99.32 99.48 18.26mm 32.2ms 31.1

Efficiency. We first compare the inference speed of our method to the SOTA
methods, and then conduct an in-depth efficiency analysis. The speed results
of other methods are obtained using their official codes on the same hardware
as ours. For a fair comparison, we set the batch size to be one for all methods
during inference following [44] to simulate the real-time use case where data
arrives frame by frame. The batch size of PlaneSweepPose [22] was set to be 64
in the original paper so their reported speed is different from the one reported
in this paper. For all the methods, the off-the-shelf 2D pose estimator time is
not measured following [22,44]. The results on the Panoptic dataset are shown
in Tab. 3. Our approach shows a considerable advantage in terms of inference
speed and supports real-time inference.

The inference time broken down per module is shown in Fig. 6. The “others”
parts mainly consist of data preparation and feature volume construction. For
HDN, the time cost is independent of the number of cameras and persons. For
JLN, the theoretical computation complexity is linear to the number of persons.
In practice, feature maps of different persons are concatenated as a batch and
inferred in a single feedforward. As we only use the re-projected 2D feature maps,
the batch size could be large enough to cover very crowded scenes. In general,
the time cost of our method is mainly determined by voxel granularity. By using
2x coarser voxel, its computation complexity could be reduced to 1. The voxel

1
granularity selection serves as a trade-off between speed and accuracy.
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Fig. 6. Time Cost Visualization. We visualize the average inference time cost for
each module on the Panoptic test set in milliseconds (ms). It takes 32.2ms in total.

Finally, we analyze the scalability of our method and compare it with the
existing methods. Consider applying the algorithms to a challenging scenario
that is much larger and more crowded than the current datasets [2,19]. In order
to retain a reasonable coverage, the number of cameras needs to grow propor-
tionally [48,53]. VoxelPose [38] uses massive 3D convolution operations that are
computation-intensive, and its efficiency disadvantage would be enlarged when
scaling. PlaneSweepPose [22] needs to enumerate the depth planes for every pair
of camera views and persons. As a result, the computation complexity increases
in polynomials regarding the number of cameras and persons. For example, sim-
ply shifting from Campus (3 persons, 3 cameras) to Shelf (4 persons, 5 cam-
eras) slows PlaneSweepPose by 2.6x according to [22] (1.3x for our method).
MvP [44] uses projective attention to integrate the multi-view information, and
its time cost also grows quadratically as camera number increases. As previously
analyzed, our method does not involve explicit view-person association, and its
speed is mainly affected by the granularity of space division. We argue that the
above characteristics make our method more scalable to large, crowded scenes
than the previous methods. We deployed our model to a basketball court and a
retail store where the space size is 16mx16mm with 12 cameras and 10 people.
Our inference time increases by 28.8% compared to that on Panoptic (8m x 8m,
5 cameras, 3.4 person).

4.3 Ablation Study

Table 4. Ablation Study Results. Our full approach is (a). From (b) to (e), we study
the effect of volume feature masking, weighted fusion and camera views respectively.

Method‘#Views Mask Weighted AP25 AP5o AP1go AP150 MPJPE

(a) 5 v v 85229808 99.32 99.48 18.26mm
(b) 5 v 72.0596.75 99.10 99.39 21.07mm
(c) 5 v 77.23 97.61 99.18 99.48 20.11mm
(d) 4 v v 73.9597.02 99.21 99.35 21.12mm
(e) 3 v v 53.6891.89 97.40 98.30 26.13mm
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Table 5. Influence of Voxel Granularity. We additionally report the MACs (Mul-
tiply—Accumulate Operations) and number of parameters of the networks.

JLN Voxels ‘ AP25 AP{,() AP100 APlsn MPJPE MACs Parameters

64 x 64 x 64 85.22 98.08 99.32 99.48 18.26mm 8.670G 1.236M
48 x 48 x 48 78.76 97.14 98.99 99.14 19.66mm 4.877G 1.210M
32 x 32 x 32 73.20 97.37 98.93 99.08 20.47mm 2.167G 1.190M

We train some ablated models to study the impact of the individual factors.
All the ablation experiments are evaluated on CMU Panoptic [19], and the results
are shown in Tab. 4.

Feature Masking. In (b), we remove the masking step and directly use the
local feature volume V' in JLN. This is equivalent to using a fixed bounding box
size as [38]. The degraded performance indicates that the masking mechanism
indeed reduces the ambiguity and helps joint localization.

Adaptive Weighted Fusion. In (c¢), we simply take the mean of the estimated
coordinates from different planes to compute the final result. The performance
gap suggests that the learned confidence weights emphasize the more reliable
estimations as intended.

Number of Cameras. In (d)-(e), we compare the performance under different
camera numbers. The accuracy drops with fewer camera views as the feature
volume coverage is weakened.

Granularity of Voxels. We study the impact of voxel granularity on both
efficiency and accuracy. Tab. 5. shows models trained with different JLN voxel
sizes. By reducing the number of voxels (effectively increasing the individual
voxel size), the error increases slightly, while the inference efficiency additionally
improves. It inspires us to balance the trade-off between speed and accuracy in
real usage.

5 Conclusion

In this paper, we present a novel method for 3D human pose estimation from
multi-view images. Our pipeline uniquely integrates the feature volume re-projection
to both human detection and joint localization, which substitutes the computation-
intensive 3D convolutions. Experiment results prove the effectiveness of the pro-
posed HDN and JLN. The accelerated inference demonstrates the potential of
our method in real-time applications, especially for large scenes.
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