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1 Datasets

This section is supplemented for “Datasets” in the main paper. We evaluate our
method on 10 public datasets. The details are as follows:

– GrabCut [1]: This dataset contains 50 images with 50 instance masks. It
is widely used for the evaluation of interactive segmentation methods.

– Berkeley [2]: This dataset contains 96 images with 100 instance masks. It
shares a small portion of images with the GrabCut dataset.

– PASCAL [3]: We use the validation set for testing, which contains 1,449
images with 3,427 instances. This follows the same training/testing splitting
protocols with existing methods.

– DAVIS [4]: This dataset contains 50 videos with high quality segmentation
masks. Instead of using the entire dataset, we only extract the same 10% of
frames that were used in [5] for evaluation.

– SBD [6]: The Semantic Boundaries Dataset (SBD) contains 6,671 instance-
level masks for 2,820 images. This dataset shares the categories with the
PASCAL dataset. We use its training set for training and its validation set
for evaluation.

– COCO [7]: This dataset contains a total of 1.2M instance masks on 118k
training images with 80 object categories. We combine this dataset with the
LVIS dataset as a training set.

– LVIS [8]: The LVIS dataset shares its images with the COCO dataset but
has the highest annotation quality among all the reported datasets on more
than a thousand object categories. This dataset is combined with the COCO
dataset for training.

– Cars [9]: The Cars dataset is only used for qualitative evaluation in this
work. Since the Cars dataset only contains image-level labels, we generate
the pixel-level masks using publicly available pretrained mask-R-CNN mod-
els [10].

https://orcid.org/0000-0001-6342-5311
https://orcid.org/0000-0002-6677-2017
https://orcid.org/0000-0002-6110-6437
https://orcid.org/0000-0002-7627-7765
https://orcid.org/0000-0002-9774-7770


2 Q. Liu et al.

Image Seg. Map Ground Truth FP Map FN Map

Fig. 1: The next human click can be either a positive click (e.g ., put in the green
cicle) or a negative click (e.g ., put in the red circle).

– ssTEM [11]: This dataset consists of two image stacks. Each stack contains
20 sections from serial section Transmission Electron Microscopy (ssTEM)
of the drosophila melanogaster third instar larva ventral nerve cord. We only
use the first stack and the mitochondria mask for evaluation.

– BraTS [12]: The Brain Tumor Segmentation challenge 2020 (BraTS20)
dataset contains 369 training volumes with multi-label annotation masks.
We only consider the tumor core; we extract one slice from each volume
where the tumor area is the largest. This results in 369 slices with binary
masks for evaluation.

2 Sharing of Encoding Maps

This section is supplemented for “Limitations” in the main paper.

The human clicks and pseudo clicks can share the same encoding map, i.e.,
using a 2-channel encoding map instead of two 2-channel encoding maps. We
adopted this design in the early state of this project. However, we quickly re-
alized that such an implementation causes accuracy to drop due to possible
inaccuracy of the pseudo clicks. Tab. 1 shows the analysis of pseudo clicks gen-
erated by a converged PseudoClick model. We see that the generated pseudo
clicks significantly vary from the simulated human clicks in terms of the click
types or location. This variance is caused by the imperfect prediction of the es-
timated error maps, from which pseudo clicks are extracted. Therefore, naively
merging the two types of clicks may confuse the model and lead to sub-optimal
performance. To address this issue, we encode the two types of clicks separately,
leading to our current design. In this design, inaccuracies of the pseudo clicks
are better tolerated during training and are less likely to cause accuracy drops
during inference. The comparison results in Tab. 2 show that by separating the
pseudo clicks from human clicks the performance improves significantly.

Though we observe in Tab. 1 a huge disagreement between pseudo clicks and
human clicks, this won’t be a severe issue in reality. This is because even for a
human annotator, there may be many suitable locations to put a click in each
interaction, as shown in Fig. 1.
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GrabCut Berkeley PASCAL

Total Pseudo Clicks 45 149 5579
Matching Type (Pos/Neg) 20 (44.4%) 70 (47.0%) 2995 (53.7%)
On GT Mask 22 (48.9%) 64 (43.0%) 3124 (56.0%)

Table 1: Analysis of pseudo clicks generated by a converged PseudoClick model.
The model proposes one pseudo click after each human click till the IoU is greater
than 85%. ‘Matching Type’ measures the number of pseudo clicks that have the
same type (positive or negative click) with the simulated human clicks. ‘On GT
Mask’ measures the number of pseudo clicks that are on the ground truth mask.
(e.g ., a positive click should be on the background; a negative should be on the
foreground).

GrabCut Berkeley PASCAL SBD

Same Encoding Maps 2.74 3.35 4.01 7.11
Diff. Encoding Maps 1.50 2.08 2.25 5.54

Table 2: Comparison results of two clicks-encoding designs: sharing or separating
encoding maps for pseudo clicks and human clicks. Using separate encoding maps
significantly improves the performance. The model is trained on the C+L dataset
with a HRNet32 backbone. Evaluation measure: NoC@90%.

3 More Qualitative Results

This section is supplemented for “Experiments” in the main paper. We show
more qualitative results in Fig. 2 and 3. In Fig. 2, we evaluate our model on the
PASCAL dataset. In Fig. 3, we evaluate our model on the BraTS and ssTEM
datasets.
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Fig. 2: Qualitative results on the PASCAL dataset. The segmentation masks for
individual instances are overlayed on the image. This is evaluated by a human
annotator.

BraTSssTEM

Fig. 3: Qualitative results on the BraTS and ssTEM datasets. Note that the
model is trained on the C+L dataset and is evaluated on these datasets without
finetuning. This is evaluated by a human annotator.
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