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6 Appendix

6.1 Positional Encoding

In the Transformer module of LSparse-Net and SDense-Net, we apply the 2D
extension of positional encoding following [1] as:
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where wi = m7 d is the number of channels which are applied with

positional encoding, and 7 is the index for feature channels.

6.2 Mutual Nearest Neighbor Filtering
Scores on two directions form matches are calculate through Softmax:
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We believe that Ié(%,ﬁ') matches I (1, 7) when the following equation (Eq. (9))
is satisfied. We denote the final match matrix as M.

(1h,7) = argmax s, (i,7,m,n) and (i,7) = argmax s.(i,7,m,n).  (9)
m,n 9,7
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6.3 Dataset Preparation

We sample a part of the synthetic ScanNet [2] dataset for training to synthesize
event streams by V2E [3]. Indexes for the sub-set range from 0 to 699. When
generating the event stream corresponding to each intensity frame, we include
the latest 20,000 events earlier than the timestamp of the intensity frame.

6.4 Additional Results

Pose Estimation. To better demonstrate the performances of our framework
on pose estimation, we show additional results for data association on the syn-
thetic data of ScanNet [2] dataset in Fig. 5. It is shown that, in scenes with
large baselines and sparse textures, our framework can establish correct matches
between event streams and intensity frames.

Fig. 5. Additional examples for pose estimation on the synthetic data. Our
model can establish sound data association even when the views of the event streams
and the intensity frames differ largely.

Stereo Depth Estimation. We further illustrate the capability of our frame-
work to establish data association under small baselines by showing more results
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in Fig. 6 on the Indoor Flying dataset from MVSEC [1]. Our framework is adap-
tive to the task of stereo depth estimation, as it outputs results close to the
ground truths.

(a) Ground Truth (b) Ours (c) Ground Truth (d) Ours

Fig. 6. Additional qualitative comparison on the Indoor Flying dataset of
MVSEC [4]. The first and third columns show the ground truth, whereas the second
and fourth columns show the outputs of our framework. We only select frames from
sequence 1. In the first and second columns, from top to bottom, we select frame 150,
400, 700, and 925. In the third and fourth columns, from top to bottom, we select
frame 250, 550, 850, and 1185.
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