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Abstract. This document is our supporting information of our paper
Video Interpolation by Event-driven Anisotropic Adjustment
of Optical Flow. In this document, we represent our architecture of
Event-driven Optical Flow Mask Generation Network and refinement
network. Besides, we provide a video demo to show the performance of
our proposed methods.

1 The Architecture of Proposed Modules

1.1 Event-driven Optical Flow Mask Generation Network.

As shown in Fig. 1, our proposed Event-driven Optical Flow Mask Generation
Network is a U-Net style network. The input is both event representation and
the originals frames. The output is the mask of the bi-directional optical flow in
the different direction in a anisotropic way.

1.2 The Refinement Network

The architecture of our refinement network in proposed VFI model is shown in
Fig. 2. This refinement network is also a U-Net style network which is similar to
that in [2].

1.3 The Tailored IFNet

As shown in Fig. 3, we tailor the IFNet[1] to better model the motion with
event-driven optical mask and event representation.

2 The Video Demo

Here, we provide a demo to show the performance of our VFI model. The demos
are provided in our submitted files.
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Fig. 1. The architecture our proposed Event-driven Optical Flow Mask Generation
Network. The number below each block denotes the channel of corresponding output
feature map.
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Fig. 2. The pipeline of refinement process.
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Fig. 3. The architecture of tailored IFNet.
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