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Abstract. Recent advances in deep learning for event-driven appli-
cations with dynamic vision sensors (DVS) primarily rely on training
over simulated data. However, most simulators ignore various physics-
based characteristics of real DVS, such as the fidelity of event times-
tamps and comprehensive noise effects. We propose an event simulator,
dubbed DVS-Voltmeter, to enable high-performance deep networks for
DVS applications. DVS-Voltmeter incorporates the fundamental princi-
ple of physics - (1) voltage variations in a DVS circuit, (2) randomness
caused by photon reception, and (3) noise effects caused by tempera-
ture and parasitic photocurrent - into a stochastic process. With the
novel insight into the sensor design and physics, DVS-Voltmeter gen-
erates more realistic events, given high frame-rate videos. Qualitative
and quantitative experiments show that the simulated events resemble
real data. The evaluation on two tasks, i.e., semantic segmentation and
intensity-image reconstruction, indicates that neural networks trained
with DVS-Voltmeter generalize favorably on real events against state-of-
the-art simulators.
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1 Introduction

Dynamic Vision Sensors (DVS) [17] and related sensors are novel biologically-
inspired cameras that mimic human visual perceptual systems. Unlike conven-
tional cameras capturing intensity frames at a fixed rate, DVS respond to bright-
ness changes in the scene asynchronously and independently for every pixel. Once
a brightness change exceeds a preset threshold, a DVS triggers an event record-
ing its spatiotemporal coordinate and polarity (sign) of the change. And thus,
DVS are endowed with low power consumption, high temporal resolution, and
high dynamic range, which attract much attention [9] for challenging scenarios
for conventional cameras, such as low latency [24], high-speed motion [19,12],
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(d) real(a) Vid2E (b) V2E (c) Ours

Fig. 1. Visualization of event data and the existing event generation model. (a)-(c) Syn-
thetic events from Vid2E[11], V2E[6], and the proposed DVS-Voltmeter, respectively.
(d) Real events. The color pair (red, blue) represents their polarity (1,-1) throughout
this paper. Our simulator integrates circuit properties of DVS in a unified stochastic
process and can provide more realistic events.

and broad illumination range [27]. Recent works propose to apply deep learn-
ing models for event-based vision applications, which have achieved superior
results. However, compared to conventional camera images, DVS data are much
less accessible and more difficult to obtain. Thus, most of the deep algorithms
for event-based applications primarily rely on simulated training data.

DVS simulators utilize the brightness changes calculated from video datasets
to simulate event datasets. Existing DVS simulators are like black boxes, model-
ing the relationship between the brightness changes and the event amount within
adjacent frames rather than the attribute changes in the DVS circuit. For exam-
ple, prior works [20,16] adopt a simple model to determine the event amount by
counting the predefined triggering threshold given brightness changes. As they
do not consider noise effects, prototyping on simulated data transfers more dif-
ficultly to real data. Some attempts have been made to incorporate noises into
the simple model. Based on the observation that the triggering threshold is not
constant [17], ESIM [23] and Vid2E [11] replace the threshold with Gaussian-
distributed one. As shown in Fig. 1 (a), the threshold only varies spatially rather
than spatiotemporally, resulting in an apparent artificial pattern with rare noises.
Furthermore, V2E [6] incorporates shot noises caused by photon counting into
the event model. It randomly adds a certain number of temporal-uniformly dis-
tributed noises, which is inconsistent with the distribution of the real ones (see
Fig. 1 (b)(d)). Besides, all the algorithms mentioned above adopt linear interpo-
lation to determine the timestamp of events after calculating the event amount
between two consecutive frames, resulting in equal-spacing distribution. This
simple timestamp sampling strategy inevitably causes overfitting in neural net-
works and makes them less effective on real data.

In this paper, we provide a new perspective on event simulation from the fun-
damental voltage properties in the circuit of DVS. Inspired by the conventional-
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image modeling [7] which approximates the brightness-dependent randomness
essentially due to the photon-counting process as Gaussian, we also take the
randomness caused by photon reception into consideration and model the volt-
age signal in DVS as a Brownian motion with drift. Moreover, motivated by
[22] which discusses the noise effects of temperature and parasitic photocur-
rent, we further introduce a Brownian motion term related to temperature and
light brightness to simulate noises. Based on the proposed voltage signal model,
we develop a practical and efficient event simulator, dubbed DVS-Voltmeter, to
generate events from existing videos. We also provide a method to calibrate the
model parameters of DAVIS [5,3] which record both DVS events and active pixel
sensor (APS) intensity frames. Unlike existing simulators generating events in
uniform intervals, the proposed DVS-Voltmeter hinges on the stochastic process,
and thus it outputs events at random timestamps. Moreover, as DVS-Voltmeter
is based on the circuit principle of DVS, the simulated events resemble real ones
(see Fig. 1 (c)(d)) and benefit event-driven applications.

The main contributions of this paper are summarized as follows:

– We offer a novel insight into event modeling based on the fundamental prin-
ciple of the DVS circuit. Our model utilizes a stochastic process to integrate
the circuit properties into a unified representation.

– We propose a practical and efficient event simulator (DVS-Voltmeter) to
generate realistic event datasets from existing high frame-rate videos.

– We qualitatively and quantitatively evaluate the proposed simulator and
show that our simulated events resemble real ones.

– We validate our simulated events by training neural networks for semantic
segmentation and intensity-image reconstruction, which generalize well to
real scenes.

2 DVS Pixel Circuit

Considering that the proposed event simulator hinges on the fundamental voltage
properties in the DVS circuit, we revisit the working principle of the DVS circuit
to better motivate our event model. As each pixel in DVS independently responds
to local brightness changes to generate spike events, we take a pixel circuit of a
DVS 128 camera [17] as an example to illustrate the event triggering process.

As shown in Fig. 2 (a), when light signal L hits a pixel on the photoreceptor,
it is transduced to a photocurrent with a dark current I = Ip + Idark (Ip ∝ L)
and then logarithmically converted to a voltage Vp. After that, it is amplified to
a voltage change ∆Vd(t) memorized after the last event triggered at the time t0,
which can be ideally formulated as

∆Vd(t) = −C1κpUT

C2κn
(ln I(t)− ln I(t0)), (1)

where C1, C2, κp, and κn are the parameters of the circuit components, and
UT denotes a thermal voltage [17]. Once the DVS detects that ∆Vd reaches ON
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(a) DVS pixel circuit (b) Operating principle
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Fig. 2. Pixel circuit and operation of DVS 128. (a) DVS receives a pixel light signal
L and transduces it to a photocurrent I, a voltage Vp, and a voltage change ∆Vd

sequentially. (b) Once ∆Vd reaches an ON or OFF threshold, the DVS triggers an ON
or OFF event and resets ∆Vd. This figure is adapted from [17,22]. Please see these
papers for more details.

threshold −ΘON or OFF threshold ΘOFF , it records an ON or OFF event and
resets ∆Vd by a pulse as illustrated in Fig. 2 (b), formulated as

∆Vd(t) ≤ −ΘON ON events

∆Vd(t) ≥ ΘOFF OFF events

−ΘON < ∆Vd(t) < ΘOFF no events.

(2)

Like conventional cameras, DVS event cameras suffer from complex electro-
magnetic interference, so it is inappropriate to model the voltage change ∆Vd

in the simple way above. As shown in Fig. 2 (a), there is an inevitable junction
leakage current named Ileak, which affects ∆Vd as

∆Vd(t) = −C1κpUT

C2κn
(ln I(t)− ln I(t0))−

∫ t

t0

1

C2
Ileak du, (3)

resulting in a background of activity of ON events.
Prior work [22] validates that the junction leakage current is influenced by

the temperature and parasitic photocurrent Ileak = Ileak T + Ileak pp. As for the
temperature factor, Ileak T exponentially increases with temperature as

Ileak T ∝ exp(−Ea/kTT ), (4)

where Ea is an activation energy, kT is Boltzmann’s constant, and T is the abso-
lute temperature. Meantime, the lighting condition causes parasitic photocurrent
like a leakage current

Ileak pp ∝ L. (5)

3 Stochastic Process-based Event Model

Based on the circuit principle of dynamic vision sensors, we propose to model the
time-series voltage change ∆Vd as a stochastic process. We start by construct-
ing a noiseless event model considering the randomness only caused by photon
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Fig. 3. Comparison of principles of operation with a same brightness change. (a) Exist-
ing models assume that the voltage change ∆Vd(t) increases linearly, resulting in clean
events with equal spaces. (b) The proposed model introduces randomness in times-
tamps by modeling the process of ∆Vd(t) as Brownian motion with drift.

reception. And then, we propose a practical model along with the noises caused
by the leakage current.

3.1 Noiseless Event Model

We propose to model the voltage change ∆Vd in Eq. (1) considering the random-
ness only caused by photon reception. During a short period, we assume that
local brightness changes linearly with a constant speed kdL. Then, the electrical
current ∆Ip transduced from the light signal can be represented by

∆Ip(t) = kLkdL∆t+Np(t), (6)

where kL is the transduce rate from light signal to electrical current, ∆t = t− t0
is a short time after the last event triggered, and Np(t) is the randomness mainly
due to photon reception. The design of Np(t) is inspired by the model of raw
images in conventional cameras [7] that involves a Poissonian component for
brightness-dependent randomness essentially due to the photon-counting pro-
cess. In practice, conventional-image signal processing treats the Poissonian dis-
tribution as a special heteroskedastic Gaussian with its variances proportional to
brightness. As for the event data, we attempt to model the stochastic process of
Np(t) as a collection of special heteroskedastic Gaussian random variables in the
temporal domain. For simplification, we use the Wiener process W (·), also called

Brownian motion, to represent the random term by Np =
√
mLL̄W (∆t), where

mL is a constant parameter, L̄ is the brightness regarded as a constant value
within a short time. Thus, the distribution of randomness at every timestamp is
Gaussian with its variance proportional to brightness L̄.

Then, by combining Eq. (6) and Eq. (1), the voltage change ∆Vd, which de-
termines event triggering, is modeled as a Brownian motion with drift according
to the formula4:

∆Vd = −C1κpUT

C2κn
· 1

Ip(t) + Idark
(kLkdL∆t+

√
mLL̄W (∆t)). (7)

4 Eq. (7) uses first-order Taylor approximation ln I(t)− ln I(t0) ≈ 1
I(t)

∆I(t).
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As shown in Fig. 3 (b), our model based on a stochastic process introduces
randomness in timestamps and generates events with varying time intervals.

3.2 Event Model with Noises

We further model the voltage change ∆Vd in Eq. (3) considering the noises
caused by the leakage current. As discussed above, leakage current is influenced
by the temperature and parasitic photocurrent, which affects the voltage ∆Vd

and eventually causes noises. According to Eq. (4)(5), we reformulate the leakage
current by

Ileak = mT exp(−Ea/kT ) +mppL̄+Nleak, (8)

where mT > 0 and mpp > 0 are camera-related constants, and Nleak is a noise
term in the leakage current. Here, we assume Nleak is white noise. As the tempo-
ral integral of a white noise signal is Brownian Motion W (·) [14], we can rewrite
the noise term in Eq. (3) as

∆Vd leak = − 1

C2
(mT exp(−Ea/kT )∆t+mppL̄∆t+ σleakW (∆t)). (9)

Overall, the model for dynamic vision sensors is formulated as

∆Vd =− C1κpUT

C2κn
· 1

Ip + Idark
(kLkdL∆t+

√
mLL̄W (∆t))

− 1

C2
(mT exp(−Ea/kT )∆t+mppL̄∆t+ σleakW (∆t))

=
k1

L̄+ k2
kdL∆t+

k3
L̄+ k2

√
L̄W (∆t) + k4∆t+ k5L̄∆t+ k6W (∆t),

(10)

where k1, k2, ..., k6 are calibrated parameters, Ip is replaced by L̄ due to their
proportional relationship. It can be noticed that the final model can be sum-
marized as a Brownian motion with drift parameter µ and scale parameter σ:

∆Vd = µ∆t+ σW (∆t). (11)

4 Event Simulation Strategy

As the proposed model considers the event generating process as a Brownian
motion with drift, a simple idea to simulate events is to sample from Gaussian
distribution at dense timestamps. However, it is computation-intensive, if not
impossible, due to the high temporal resolution of event cameras. Therefore, we
analyze the property of this stochastic process and propose an efficient event
simulator, dubbed DVS-Voltmeter, to decide how and when to trigger events.
The overall framework of DVS-Voltmeter is illustrated in Algorithm 1, which
alternates between two parts:

– Polarity Selection: it determines the polarity of the next triggered event at
each pixel based on the hitting probability of the Brownian motion model.

– Timestamp Sampling: it samples the timestamp of the next triggered event
at each pixel using the first hitting time distribution of Brownian motion.



DVS-Voltmeter 7

Algorithm 1 Event Simulation (DVS-Voltmeter).

Input: Frames F1, F2, . . . , Fn and according timestamps t1, t2, . . . , tn
Output: Events generated.

for each pixel in frames with location x, y do
Obtain pixel series Pj = Fj(x, y), j = 1, 2, . . . , n
Initialize: ∆V res

d ← 0, tnow ← t1
for i = 2 to n do

kdL ← Pi−Pi−1

ti−ti−1
, L̄← Pi+Pi−1

2

Compute µ and σ in Eq. (11)
while tnow < ti do

Select polarity p = ON/OFF for next event using probability in Eq. (12)
Θ̂ON ← ΘON +∆V res

d , Θ̂OFF ← ΘOFF −∆V res
d

Sample time interval τ with Eq. (13)(14)
if tnow + τ > ti then

∆V res
d ← Θp(ti − tnow)/τ , tnow ← ti

else
∆V res

d ← 0, tnow ← tnow + τ
Record event with tnow, p, x, y

end if
end while

end for
end for

Polarity Selection Given a pair of adjacent video frames Fi and Fi−1 at
timestamps ti and ti−1, respectively, we can obtain an approximated brightness
within the capture of two frames by L̄ = (Fi+Fi−1)/2 and a brightness changing

speed kdL = Fi−Fi−1

ti−ti−1
. Furthermore, µ and σ in the proposed noise model Eq. (11)

can be calculated with a set of well-calibrated parameters of DVS. According to
the property of a Brownian motion model, the chance of triggering an ON event
next time can be mathematically modeled as the probability of the voltage ∆Vd

hitting −ΘON before ΘOFF , formulated as

P (ON) =
exp(−2µΘON/σ2)− 1

exp(−2µΘON/σ2)− exp(2µΘOFF /σ2)
. (12)

And the chance of triggering an OFF event next time is P (OFF ) = 1−P (ON).
Specifically, DVS-Voltmeter performs a uniform sampling within the range

[0,1] at each pixel and compares the samples with the corresponding P (ON). As
for the pixel where the sample is smaller than P (ON), DVS-Voltmeter triggers
an ON event next; otherwise, an OFF one.

Timestamp Sampling After determining the polarity of the next event, we
sample its triggering time interval from the distribution of the first hitting time
τ of Brownian Motion with Drift. τ follows an inverse Gaussian distribution [8]
with non-zero drift parameter µ,

τON ∼ IG(−ΘON

µ
,
Θ2

ON

σ2
); τOFF ∼ IG(

ΘOFF

µ
,
Θ2

OFF

σ2
), (13)
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Fig. 4. Model calibration operation and statistical analysis. (a) Given real captured
DAVIS data consisting of frames and events, we collect the time interval τ between two
adjacent events at each pixel. τ has an inverse Gaussian distribution / Lévy distribu-
tion. (b) The larger the brightness change ∆L, the more compressed the distribution.
(c) The larger the average brightness L̄, the more spread out the distribution. This
statistical result is consistent with the proposed model in Eq. (13)(14).

or a Lévy distribution when µ = 0:

τON ∼ Levy(µ,
Θ2

ON

σ2
); τOFF ∼ Levy(µ,

Θ2
OFF

σ2
). (14)

The timestamp sampling uses transformation with multiple roots [18]. For sim-
plification, we set both ΘON and ΘOFF as 1.

DVS-Voltmeter repeats the polarity selection and timestamp sampling, and
updates the timestamp of a new event by tnow = tnow + τ . The simulator ends
until the timestamp of a new event is beyond the frame timestamp ti. At this
moment, we neither record a new event nor update a new timestamp. Instead,
we save the residual voltage change ∆V res

d related to the remaining time ti−tnow
for follow-up event simulation during the subsequent two adjacent frames.

5 Model Calibration

To train networks generalizing to a specific DVS camera, it is necessary to ac-
curately calibrate k1, k2, ..., k6 in the model in Eq. (10) and generate realistic
events for this DVS camera. Ideally, we can look up the camera’s specification and
conduct a statistical experiment on noise effects to determine the parameters,
similar to V2E [6]. However, statistical experiments need complex equipment
and, thus, are hard to implement. We provide a calibration method for DAVIS
[5,3], which record both events and active pixel sensor (APS) intensity frames.

Specifically, given a sequence of APS frames and corresponding events, for
every event recorded between two adjacent frames Fi and Fi+1, we can get the
brightness conditions when the event occurs, including an approximate bright-
ness L̄ = (Fi+Fi−1)/2 and a brightness change∆L = Fi−Fi−1. Furthermore, we
collect the time interval τ between this event and the last event triggered at the
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same pixel (see Fig. 4(a)). Then, given a specific pair of L̄ and ∆L, we find the
distribution of τ with a form of inverse Gaussian function or Lévy distribution
function similar to our assumption in Eq. (13)(14), as shown in Fig. 4(b)(c) and
fit it by maximum-likelihood estimation. We further obtain the drift parameter
µ and scale parameter σ of the Brownian motion-based event model for each
pair of L̄ and ∆L. Theoretically, given a set of {(µm, σm, L̄m, ∆Lm)},m ∈ N,
parameters k1, k2, ..., k6 can be calculated by multivariable regression. However,
this auto-calibration method is limited by the quality of APS, image quantiza-
tion, and the assumption of constant brightness changes in our model, so it
introduces large errors on σ-related parameters, including k3 and k6, in chal-
lenging scenes, such as high dynamic range and fast motion. Therefore, we only
auto-calibrate µ-related parameters by regression and determine the σ-related
parameters manually. Details are provided in our supplementary material.

6 Evaluation

In this section, we provide qualitative and quantitative results on the fidelity of
the proposed DVS-Voltmeter and compare it to existing methods [11,6].

6.1 Qualitative Comparison

We exhibit a side-by-side comparison of a real public DAVIS dataset [20] and
its simulated reproductions from Vid2E [11], V2E [6], and our DVS-Voltmeter.
For a fair comparison, all simulators firstly interpolate the videos by 10 times to
reach a high frame rate using Super-SloMo [13], similar to V2E [6]. After that,
the simulators generate synthetic events using the interpolated video sequences.
Fig. 5 shows the events between two adjacent frames. In addition to illustration
in the form of spatiotemporal event clouds, the events are visualized using an
exponential time surface [15] with exponential decay of 3.0ms.

As illustrated in Fig. 5, Vid2E [11], which only considers the noises of trig-
gering threshold in DVS, shows an apparent artificial pattern with relatively
equal-spacing timestamps. Most events in Vid2E locate around moving edges,
resulting in a sharp exponential time surface. Although V2E [6] injects more
noises, its strategy of timestamp sampling makes events cluster to limited num-
bers of time intervals, and most events appear close to the timestamp of frames,
leading to unrealistic results. Instead, the proposed DVS-Voltmeter adopts a
more flexible timestamp sampling solution based on the stochastic process so
that the event clouds spread out and seem realistic. As for the exponential time
surface, although there are some differences between the real and simulated
events, the result generated from DVS-Voltmeter resembles real data more.

6.2 Effectiveness of Event Model

To quantify the proposed model, we conduct some experiments to compare our
simulated events’ distribution and noise effects with the statistical results from
real DVS. The temperature effect is provided in our supplementary material.
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(a) Vid2E (b) V2E (c) Ours (d) Real

Fig. 5. Qualitative and quantitative comparison among Vid2E [11], V2E [6], our DVS-
Voltmeter, and real data ‘office zigzag’ in [20]. We illustrate 3D clouds, 2D time sur-
faces, and probability density function histograms of event data from top to bottom.
Our DVS-Voltmeter gains more randomness, and the generated events resemble real
data. More results are provided in our supplementary material.

Event Distribution: To validate the accuracy of event simulators, one might
directly compare generated events against the captured ‘ground truth’ events.
However, there is no clear metric for the similarity between two event clouds,
making the evaluation an ill-posed problem [23]. Therefore, we instead measure
the distribution of events. For each event, we calculate the time interval τ after
the last event triggered at the same pixel and create a histogram of τ .

Fig. 5 shows the probability density function of the time intervals from the
synthetic data and the real one. Vid2E [11] generates events only when encoun-
tering brightness changes, and thus, most of the time intervals are within two
consecutive interpolated frames (about 4500µs). V2E [6] considers more complex
noises but tends to assign events to the timestamps clustered to frames, caus-
ing a discrete-like distribution of time intervals. The proposed DVS-Voltmeter
is designed with a stochastic process-based model, and thus the time intervals
are spread out. Moreover, it hinges on the circuit principle and noise analysis of
DVS so that the event distribution of our simulator resembles that of real data
more.
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Fig. 6. Comparisons on the effects of brightness-related parasitic photocurrent. We
continuously feed a single image (a) into the simulators and measure the noise rates at
different intensities. Vid2E [11] does not generate any events. (b)(c)(d) are the results
of V2E [6], our DVS-Voltmeter, and real data from DAVIS240C [22]. Our noise rate is
similar to the real statistical analysis.

Parasitic Photocurrent: As mentioned in Sec. 2, leak activity caused by par-
asitic photocurrent increases with light illumination and introduces unintended
noises. We measure this noise by continuously inputting a single image with in-
tensity increasing from left to right (see Fig. 6(a)) and counting the noise rate
for each intensity.

As there are no brightness changes over the period, previous event simulators
[10,20,16,23], including Vid2E [11], do not generate any events. Although V2E
[6] considers complex noises, the distribution of generated events (see Fig. 6(b))
is different from the one of real event data provided in [22]. However, our sim-
ulator is designed based on the DVS pixel circuit and incorporates a Brownian
motion-based noise term to model the noises from parasitic photocurrent, which
naturally represents the distribution of real events. As shown in Fig. 6(c), the
number of ON events increases with the pixel intensity, and the OFF rate is
nearly zero for all points, similar to the real statistical analysis in Fig. 6(d).

7 Example Application

In this section, we validate the proposed simulator on two tasks: semantic seg-
mentation and intensity-image reconstruction. Compared with existing simula-
tors, the deep learning networks trained on our synthetic events perform favor-
ably on real event data.

7.1 Semantic Segmentation

Event-driven semantic segmentation shows the potential for processing challeng-
ing scenarios for conventional cameras. In this section, we attempt to train a seg-
mentation network on simulated event datasets and validate its generalization
capacity on real data.

Specifically, we reproduce synthetic event datasets from a publicly available
DAVIS Driving Dataset (DDD17) [4] captured with a DAVIS346 sensor. As
the quality of APS intensity frames limits our model calibration, we utilize the
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Table 1. Semantic segmentation performance on the test Ev-Seg data [1] in terms of
average accuracy and MIoU (Mean Intersection over Union). The networks are firstly
trained on the simulated events and then fine-tuned using 20 real samples.

Training Data
Before Fine-tuning After Fine-tuning
Accuracy MIoU Accuracy MIoU

Vid2E [11] 84.95 46.67 86.41 47.81
V2E [6] 84.11 42.25 84.41 44.32
Ours 87.88 50.60 88.51 51.20

Real (20 samples) 67.68 24.39
Real (All samples) 89.76 54.81

(c) Vid2E (d) V2E (e) Ours (f) GT(b) Frames(a) Events

3800

1058

Fig. 7. Visual comparisons on semantic segmentation on Ev-Seg data [1]. The network
trained on our simulated events generates more accurate and detailed results. More
results are provided in our supplementary material.

‘LabSlow’ sequence in DVSNOISE20 dataset [2], which is captured with slower
and stabler camera movement of a static scene, rather than DDD17 to calibrate
DAVIS346 sensors. For a fair comparison, we use the same interpolation strategy
on frames in DDD17 by 10 times to generate high frame-rate videos and then
generate events by Vid2E [11], V2E [6], and the proposed DVS-Voltmeter. The
semantic annotations are provided by [1] for training and testing. The experiment
settings, such as event representation, network architecture, and training details,
are the same as [1].

We evaluate accuracy and MIoU (Mean Intersection over Union) on semantic
segmentation in Table 1. Although the network trained on our simulated data
presents slightly lower accuracy than that trained on the whole real event data
directly, it performs favorably against state-of-the-art simulators. Fig. 7 provides
some examples in the testing set. Our method can give a more accurate and
detailed segmentation, which indicates the good resemblance between our events
and real ones.

Moreover, we fine-tune the networks given a small-scale real training dataset
containing 20 samples for further performance improvement. As shown in Table
1, the network trained only on 20 real samples is overfitted and cannot perform
accurately on the testing dataset. However, pre-training on synthetic data and
fine-tuning on limited real samples can avoid overfitting and generalize well
when testing. Compared to other simulators, our method achieves the highest
quantitative results. And it shows a comparable result with the model trained
with a large-scale real dataset (All samples). Therefore, using our simulator is
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Table 2. Intensity-image reconstruction performance on the Event Camera Dataset
[20] in terms of mean squared error (MSE), structural similarity (SSIM) [25], and the
calibrated perceptual loss (LPIPS) [26].

MSE ↓ SSIM ↑ LPIPS ↓
Vid2E [11] V2E [6] Ours Vid2E [11] V2E [6] Ours Vid2E [11] V2E [6] Ours

dynamic 6dof 0.093 0.177 0.052 0.365 0.231 0.430 0.367 0.437 0.405
boxes 6dof 0.044 0.112 0.033 0.509 0.281 0.521 0.474 0.590 0.465
poster 6dof 0.075 0.158 0.044 0.433 0.227 0.495 0.354 0.511 0.371
shapes 6dof 0.020 0.053 0.007 0.707 0.634 0.790 0.352 0.375 0.275
office zigzag 0.057 0.125 0.035 0.427 0.232 0.464 0.507 0.597 0.483
slider depth 0.048 0.108 0.030 0.406 0.336 0.458 0.523 0.558 0.501
calibration 0.051 0.115 0.036 0.541 0.393 0.550 0.467 0.545 0.423

Mean 0.056 0.122 0.034 0.505 0.346 0.550 0.413 0.501 0.397

7414

7116

3906

(b) Vid2E (c) V2E (d) Ours (e) GT(a) Events

Fig. 8. Visual comparisons on intensity-image reconstruction on Event Camera Dataset
[20]. The network trained on our simulated events generates sharper results with fewer
artifacts. More results are provided in our supplementary material.

more effective and makes it possible to learn a good segmentation given few or
no real training samples.

7.2 Intensity-image Reconstruction

Intensity-image reconstruction aims to generate a high-quality video image from
a stream of sparse events, enabling various downstream applications for event-
based cameras. Training reconstruction networks requires a large-scale dataset
in the form of event streams and the corresponding ground-truth images. How-
ever, directly using images captured by DAVIS is inappropriate due to their
poor quality, for example, limited dynamic range and blur. Therefore, existing
algorithms simulate events from videos to supervise networks.

In this section, we evaluate the effectiveness of our simulator on intensity-
image reconstruction by training on synthetic datasets generated from GoPro
[21], which provides sharp videos at a frame rate of 240 fps, and testing on
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Event Camera Dataset [20] recorded by a DAVIS240C sensor. Specifically, we
calibrate the proposed Brownian motion event model for DAVIS240C with the
‘office zigzag’ sequence in the testing dataset. Moreover, we use the same frame
interpolation strategy to increase the frame rate 10 times and then generate
events by Vid2E [11], V2E [6], and the proposed DVS-Voltmeter. Every 1/120
s of events are stacked into a 5-channel spatiotemporal voxel and fed into a
recurrent network to reconstruct an image, similar to [24]. The network is trained
for 120,000 iterations with a batch size of 2 and a learning rate of 0.0001. Other
training details are the same as suggested in [24]. As for testing, because the
frame rates of ground truth images in the testing dataset are different among
scenes, we generate 4 voxels between two adjacent images and reconstruct 4 ×
frame-rate videos for quantitative evaluation.

We measure mean squared error (MSE), structural similarity (SSIM) [25],
and the calibrated perceptual loss (LPIPS) [26] in Table 2. Our simulator shows
better generalization capacity on almost all real datasets with an average 39%
decrease in MSE, 9% increase in SSIM, and 4% decrease in LPIPS. Fig. 8 shows
some qualitative comparisons side by side. As the proposed simulator is designed
based on the statistics and circuit principle of events, it naturally encourages the
reconstructed images to have natural image statistics. The results show that the
network trained on our simulated events reconstructs more visually pleasing
images with finer details and fewer artifacts.

8 Conclusions and Future Work

In this paper, we propose an event model with a novel perspective from the
fundamental circuit properties of DVS. The whole model incorporates the voltage
variation, the randomness caused by photon reception, and the noises caused by
leakage current into a unified stochastic process. Based on the proposed model,
we develop a practical and efficient event simulator (DVS-Voltmeter) to generate
events from high frame-rate videos. Benefiting from this design, simulated events
bear a strong resemblance to real event data. The applications on semantic
segmentation and intensity-image reconstruction demonstrate that the proposed
simulator achieves superior generalization performance against the existing event
simulators.

For future work, one of the main challenges is a more comprehensive char-
acterization of noise effects in DVS, such as temporal noises at low illumination
and refractory periods. Besides, a more robust auto-calibration for our model is
necessary to mitigate manual calibration.
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