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Abstract. We present UrbanScene3D, a large-scale data platform for re-
search of urban scene perception and reconstruction. UrbanScene3D con-
tains over 128k high-resolution images covering 16 scenes including large-
scale real urban regions and synthetic cities with 136 km2 area in total.
The dataset also contains high-precision LiDAR scans and hundreds of
image sets with different observation patterns, which provide a compre-
hensive benchmark to design and evaluate aerial path planning and 3D
reconstruction algorithms. In addition, the dataset, which is built on Un-
real Engine and Airsim simulator together with the manually annotated
unique instance label for each building in the dataset, enables the genera-
tion of all kinds of data, e.g., 2D depth maps, 2D/3D bounding boxes, and
3D point cloud/mesh segmentations, etc. The simulator with physical en-
gine and lighting system not only produce variety of data but also enable
users to simulate cars or drones in the proposed urban environment for fu-
ture research. The dataset with aerial path planning and 3D reconstruc-
tion benchmark is available at: https://vcc.tech/UrbanScene3D

Keywords: UAV; urban scene dataset; aerial path planning; 3D acqui-
sition; 3D reconstruction; city simulation

1 Introduction

With the development of digital photography and 3D scanning technologies, we
have witnessed the explosive growth of data in recent years. Rich data sources
and interaction methods bring rapid research progress in computer vision, com-
puter graphics and robotics. For indoor scenes, with the help of sufficient data
and real-time interactions [40,1,30,28], many fundamental problems, such as
2D/3D object detection and segmentation [16,33], depth estimation [24,43], 3D
reconstruction [9,14,8,7,41] and autonomous navigation [50,6,15], have been bet-
ter solved in a data-driven manner. However, things are different for outdoor
study. The lack of effective devices and the extensive scales dramatically increase
the difficulty of outdoor data capturing [48]. Also, due to the varied weather and
light conditions, the outdoor scenes change fast and thus pose additional chal-
lenges to structure the data and design robust acquisition algorithms.

The current outdoor datasets are usually built by onboard equipment [13,10,38],
e.g., RGB cameras and/or LiDAR. Nonetheless, it is challenging to use these
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Fig. 1: A glance of synthetic (top) and real (bottom) scenes in UrbanScene3D.

sensors to thoroughly capture the whole environment due to the limited field
of views and routing choices. Other urban datasets [48,37] constructed by 3D
modelers are usually clean and complete, but the models inside generally lack
geometric and textural details. The gap between the proposed datasets and real-
world scenarios remains large.

To tackle these problems, we present a large-scale urban scene dataset, Ur-
banScene3D, which consists of both man-made and real-world reconstruction
scenes in different scales, together with a convenient simulator built on Unreal
Engine and AirSim. The man-made scene models have compact structures, which
are carefully constructed/designed by professional artists; see the top of Fig. 1.
Probably more important, UrbanScene3D also offers dense, detailed scene mod-
els reconstructed by aerial images through multi-view stereo (MVS) techniques;
check out the bottom of Fig. 1, where the scene models are with realistic textures
and meticulous geometric structures.

In particular, to investigate how to better acquire and reconstruct outdoor
scenes, we select a set of scene representatives and capture them with a drone
flying along a set of aerial paths. These flights are calculated by different plan-
ning algorithms for 3D urban scene reconstruction. Thus, for each representative
environment, we are able to provide a variety of reconstructed meshes with the
corresponding scene observations (aerial acquisition paths and the captured im-
age sets). Besides, with the help of a high-precision laser scanner applied in
the real world and the synthetic ground-truth models, we have constructed a
benchmark that provides the point-level accuracy and completeness analysis of
each reconstructed mesh. This enables a robust evaluation of both path planning
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strategies and MVS algorithms. In addition, the physical engine of AirSim en-
ables users to simulate the robots (cars/drones) and test a variety of autonomous
tasks in the proposed environments. The involvement of both synthetic and real
scenes effectively extends the generalization ability of resulting algorithms.

In summary, our main contributions include: i) a large-scale urban scene
dataset (Sec. 3) that facilitates research in various areas; ii) a comprehensive
benchmark (Sec. 5) for investigating the impact of different factors in aerial
path planning (Sec. 4) for 3D urban reconstruction; iii) an easy-to-use simulation
platform (Sec. 6) for autonomous driving, robotics, and embodied AI research.

2 Related Work

Outdoor datasets. The fast development of autonomous driving involves enor-
mous outdoor datasets [38,13,39,2,10]. They often offer stereo sequences, 3D
LiDAR point clouds, camera calibration, and 3D object tracklet labels for out-
door scenes, thus promoting many applications and research. Although these
ground-based sensors can capture small-scale scenes [19], they usually have very
restricted views and routing choices, which cause significant challenges to cover
large-scale urban areas. Meanwhile, the unmanned aerial vehicles (UAVs) or
drones, have much better visibility and more freedom to maneuver, making them
suitable for a complete coverage of wide regions. However, most existing UAV
based datasets are not designed for capturing the entire scene. Instead, they
only provide partial observations for perception tasks, such as semantic segmen-
tation [25], object detection [12,49,26], action recognition [5], gesture recogni-
tion [32,31], or tracking [3,29]. On the contrary, we carefully plan the drone path
to obtain a complete capture, from which the entire 3D scene can be recon-
structed with MVS methods.

Synthetic CAD datasets. Different from real-world datasets, building synthetic
datasets with CAD models [21,4] can offer a complete structured environment
at a much lower cost, but lack geometric and textural details. To bridge the gap,
HoliCity [48] aligns the real-world panoramas with the CAD models to provide
real texture. However, the discrepancy is still significant since the geometry is
too coarse and the panoramas only covers a portion of the entire scene. Instead,
our UrbanScene3D contains both real-world and synthetic CAD scenes, facil-
itating research for both high-quality urban reconstruction and holistic scene
understanding. Similar to Mueller et al. [29], we also provide a simulator that
stimulates the research of online real-time capturing and understanding of 3D
urban scenes.

Aerial path planning for urban scene capture. To capture urban scenes with
drones, aerial path planning plays a vital role; see a recent survey [47]. Manual
control and Zig-Zag patterns are inefficient, difficult to achieve decent coverage,
and challenging to fulfill practical factors, such as safety restriction and battery
capacity. To deal with these problems, existing methods [36,34,17,37,20,46,44]
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Table 1: Statistics of UrbanScene3D with 10 synthetic and 6 real scenes. Area:
the covered area of the scene model; Size: the size of the scene model; Texture:
the number of texture images contained in the scene model; Texture: the size of
texture; Object: the number of objects in the scene model.

Scene Area(m2) Size(Mb) Texture(#) Texture(Mb) Object(#)

New York 7.4× 106 86 762 122 744
Chicago 2.4× 107 146 2277 227 1629

San Francisco 5.5× 107 225 2865 322 2801
Shenzhen 3.0× 106 50 199 73 1126
Suzhou 7.0× 106 191 395 24 168
Shanghai 3.7× 107 308 2285 220 6850
School 1.7× 104 25 47 488 3
Bridge 1.3× 104 28 237 44 8
Castle 7.0× 103 9 47 184 6
Town 4.4× 103 112 73 348 17

Campus 1.3× 106 1859 122 3676 178
Residence 1.0× 105 356 52 1760 34
Square 1.1× 106 3665 799 980 156
Hospital 5.0× 105 6266 94 744 114
Polytech 1.5× 104 3523 50 221 3
ArtSci 1.6× 104 25395 118 556 3

optimize the drone path according to certain goals and constraints with a coarse
proxy model or a top view image as input. Specifically, Smith et al. [37] designs
an optimization objective for better multi-view stereo results, ensuring the com-
pleteness and accuracy of the reconstruction. Further, Zhang el al. [44] propose a
continuous path planner to adequately shorten the path length and reduce sharp
turns. To be able to do offsite planning, Zhou et al. [46] utilize a satellite image
to estimate a 2.5D proxy for view selection. For online planning, the researchers
learn to construct 2.5D height maps [23] or estimate 3D bounding boxes of build-
ings [22] on-the-fly for drone navigation and exploration. Due to the lack of valid
data, these methods usually rely on a handcraft heuristic function to optimize
the capturing views or the flight trajectories. However, the quality of the fi-
nal reconstruction is constrained by the high-order relation among observations,
which is difficult to model by heuristics and optimization designs. Our data and
benchmark will efficaciously facilitate future research on this topic.

3 The UrbanScene3D Dataset

The goal of UrbanScene3D is to provide a general data platform for 3D vision,
graphics and robotics research in urban scene environments with different scales.
UrbanScene3D provides 10 synthetic and 6 real-world scenes with CAD and re-
constructed mesh models and the corresponding aerial images; see Fig. 1 and
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Table 2: More path planning statistics of 4 synthetic and 2 real representative
scenes selected from UrbanScene3D. Tri: the number of triangles of the scene
model; Proxy: the number of different levels of proxies provided; Overlap: the
overlap rate used to sample the proxies; Planner: the number of different planners
used to generate aerial paths; Path: the total number of generated flight paths
of the scene; Image: the total number of captured images of the scene.

Scene Tri(#) Proxy(#) Overlap(%) Planner(#) Path(#) Image(#)

School 250,282 4 70 & 90 4 25 14,897
Bridge 394,022 4 70 & 90 4 25 13,228
Castle 109,513 4 70 & 90 4 25 7,414
Town 1,197,751 4 70 & 90 4 25 8,948

Polytech 2,613,608 3 90 4 13 19,635
ArtSci 4,524,028 3 90 4 13 12,261

Table 1 for more details. The synthetic CAD scenes consist of various compact
primitive structures including buildings, bridges, streets, and vegetation, all of
which are built by professional artists. For real scenes, we use a drone to capture
images for MVS. We program the drone to follow an aerial path generated with
oblique photography, a commonly used industrial solution conducted by DJI-
Terra1 for 3D city acquisition. Based on these images, we reconstruct the scenes
with ContextCapture2, a commercial MVS solution. Specially, the selected rep-
resentative scenes for our benchmark include additional huge volume of capture
data using various path planners under different settings; see Table 2.

For oblique photography planner, we use a professional DJI M300RTK 3

drone loaded with five HD PSDK 102S aerial cameras. For the other planners,
we use a single-camera DJI PHANTOM 4 RTK 4 drone.

Table 3 summarizes the difference between UrbanScene3D and the existing
outdoor datasets. We further highlight the features of UrbanScene3D as follows.

Up in the air. Most outdoor datasets are ground based and the capture usually
do not cover the entire scene. The capture is incomplete even for aerial dataset
like UAVDet [12], since its goal is object detection. Similar to BlendedMVS [42],
we provide aerial captures that are suitable for MVS. Specifically for the rep-
resentative scenes, we adopt multiple optimized aerial paths for the capture,
which lead to greater quality urban scenes. Our approach not only provides a
high-quality dataset for local perception research but also enables the research
of global understanding for real 3D urban scenes.

1 https://www.dji.com/dji-terra
2 https://www.bentley.com/en/products/brands/contextcapture
3 https://www.dji.com/matrice-300
4 https://www.dji.com/phantom-4-rtk
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Table 3: Comparing UrbanScene3D with existing 3D outdoor datasets. Area
stands for the maximum area across all scenes in the dataset. Path stands for
the number of flights/rides for capturing. Note that for BlendedMVS, we only
show the estimated statistics of the urban scenes.

Datasets Scene Type Area(km2) Path(#) Image(#) Diversity Simulator Semantics

KITTI [13] driving LiDAR / 1 93k 5 scans / /

Cityscape [10] driving stereo / / 25k 50 cities / 2D

HoliCity [48] urban CAD 20 / 6.3k 1 city / 3D

BlendedMVS [42] mixed MVS 0.02 29 17k 29 scenes / /

SYNTHIA [35] driving CAD / / 50k 1 city car 3D

Mueller2016 [29] mixed CAD / / / / drone 3D

Smith2018 [37] urban CAD 0.03 / / 5 scenes / /

UrbanScene3D urban CAD&MVS 55 130 128k 16 cities/scenes car&drone 3D

Extensive scale. Many existing datasets do not offer the complete capture of
large-scale scenes; see Table 3. While Holicity offers a 20km2 scene of London,
our dataset includes three large-scale city scenes that cover above 24km2 area.
Meanwhile, we offer multiple real-world complete scenes, which include two ex-
tensive scenes that cover above 1km2 area, whose scale is unseen in previous
datasets like BlendedMVS [42]. More diverse urban scenes and the correspond-
ing aerial images with shot poses are also available. Additionally, our drone flight
path length can be up to 17km, which benefits the research for SLAM or SfM.

Path planning research. For current path planning methods, factors such as the
proxy accuracy and overlap rate play an vital role. Our path planning benchmark
specifically include different settings for these factors. We show their influence on
the final reconstruction quality and acquisition efficiency; see Sec. 5. In contrast,
existing benchmark [37] for path planning does not consider these factors and
only includes synthetic scenes. Besides, our benchmark includes hundreds of
flight paths, which will boost the future research for path planning techniques.

Multiple captures. The different weather and lighting conditions in outdoor envi-
ronment pose huge challenges for perception and reconstruction in general. Our
benchmark offers multiple drone flights for each scene over different times, this
greatly increases the variety of data, which can benefit learning based methods
to in turn solve this problem. For example, the abundance (10k+) of the real
scene images in the benchmark under different lighting conditions allows the
future research for NeRFs [27] that can decouple geometry, material and light.

Simulation environment. The sim-to-real gap is a critical problem for the robotics
and embodied AI research. Our simulator can directly import our real-world
scenes and simulate the drones inside them, hence this gap would be greatly
shortened. In contrast, most existing simulator for autonomous driving or UAVs
operate only for virtual scenes. Further, our simulator can show the coverage of
the scene in real-time, which is useful for research on UAV exploration.
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4 Scene Acquisition with Aerial Path Planning

UrbanScene3D offers a wide variety of potential applications, from instance seg-
mentation, multi-view stereo, to depth estimation and novel view synthesis. See
Sec. 6 for further details. In this section, we extend the UrbanScene3D dataset
to a benchmark to evaluate the quality and efficiency of different path planning
algorithms, as well as the impact of input proxies in Sec. 5.

UrbanScene3D contains all the data needed for testing path planning algo-
rithms and analyzing the reconstructed results, including proxies, ground-truth
models/point clouds, paths, images, and reconstructed results; see Table 2.

The majority of path planners usually rely on a pre-computed coarse model
(also called proxy [37]) of the environment. The proxy can be obtained by various
methods, including a quick reconstruction after a simplified oblique photogra-
phy pass [37,34], satellite image [46], map providers or even through a real-time
reconstruction [22]. The quality of the proxy, including the accuracy of the topol-
ogy and the face normal, can affect the final quality of the reconstruction.

In Sec. 4.1, we briefly introduce the 4 path planners we used to generate
different trajectories. To evaluate the influence of the proxy in the path planning,
we then introduce different proxies we used in the dataset in Sec. 4.2.

4.1 Aerial Path Planning Methods

In order to offer more paths and images, we use four different path planners,
including oblique photography and the methods proposed by Smith et al. [37],
Zhou et al. [46], and Zhang et al. [44], to generate the paths on the different
proxies mentioned in Sec. 4.2 with different overlap rates for different scenes,
resulting in 100 different paths for synthetic scenes and 26 paths for real scenes.
Fig. 2 shows an illustration of the paths generated with the four different planners
on the synthetic scene School and the real scene Polytech.

Oblique photography. Given the image overlap and ground sample distance
(GSD), Oblique photography generate an S-shaped trajectory at a fixed height
(calculated by the GSD) and compute the required capture location. The S-
shaped trajectory is usually computed by Complete Coverage Path Planning
(CCPP) algorithm, which could guarantee the complete coverage of an area
even with an irregular shape [45]. Also, the number of turns is minimized, which
could significantly increase the capturing efficiency.

Planner proposed by Smith et al. [37]. Unlike Oblique photography, Smith et
al. [37] directly optimize viewpoints according to a heuristic function, recon-
structability, which consider both the potential error of triangulation and feature
matching in the Multi-view Stereo (MVS) process. In each iteration, Smith et
al. [37] first compute the so-called reconstructability of each point respect to the
current viewpoint set. Then they try to maximize this measurement by adjusting
the position and orientation of each viewpoint.
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Fig. 2: The comparison of the paths generated with different aerail planning
methods on the synthetic scene School and the real scene Polytech.

Planner proposed by Zhou et al. [46]. Similar to Smith et al. [37], Zhou et al. [46]
also consider the reconstructability of each point during the planning. However,
they only use this measurement to reduce useless viewpoints. They first generate
a large viewpoint set, which suppose to be complete but highly redundant. In each
iteration, they define the view redundancy on the computed reconstructability
and delete the most redundant viewpoint accordingly.

Planner proposed by Zhang et al. [44]. Compared with Oblique photography,
Smith et al. [37] and Zhou et al. [46] generate trajectories with higher capturing
quality. However, the heuristic function which is defined on the viewpoints brings
many sharp turns in the final trajectories. The drastic speed change significantly
decreases the capturing efficiency. Thus, Zhang et al. [44] involves path smooth-
ness in the heuristic function and utilize Rapidly-exploring random (RRT) tree
to search for an efficient and high-quality trajectory.

4.2 Geometric Proxies

The proxies are essential for aerial path planning methods. Detailed proxy usu-
ally leads to much better reconstruction results. Previous works either use a
rough scene proxy [44,37] or a 2.5D model extracted from satellite images [46]
to plan the path. UrbanScene3D provides proxies in different levels of details,
which could be used to analyze the relations between proxies, paths, and the
corresponding qualities of the reconstructed models; see Fig. 3.

The box proxy (box ) is the roughest level of proxy with incorrect topology.
It is built by replacing the building set in the scene with its bounding box. For
the real scene, the box proxy is deprecated due to the safety issue. Similar to
box proxy, coarse proxy is also built by finding the bounding box of each build-
ing in the scene. However, the coarse proxy has more accurate topology, which
might lead more accurate path planning result. The intermediate proxy (inter)
is reconstructed by downsampled images which are captured by oblique pho-
tography. The ground-truth meshes (fine) for the synthetic scenes can also be
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Fig. 3: The proxies of scene School in different levels of details. Box: the roughest
proxy; Coarse: the coarse level of proxy; Inter: the intermediate level of proxy;
Fine: the finest level of proxy.

used as proxies, which is supposed to provide the largest geometric information
during the path planning process. The fine proxy for the real scenes are recon-
structed with non subsampled images captured by oblique photography. Since
there are no ground-truth meshes for real scenes, we use reconstructed models
by high-density images as their corresponding fine proxies.

5 Scene Reconstruction Benchmarks

In this section, we evaluate the paths generated with different path planning
methods for both energy cost, aerotriangulation accuracy, and reconstruction
quality, providing the point-level accuracy and completeness analysis of the re-
constructed mesh. The statistics of energy consumption of UAV capturing is
given in Sec. 5.2. In Sec. 5.3, we analyze the aerotriangulation results of differ-
ent planners. And finally, we evaluate the reconstruction results in Sec. 5.4. The
Sec. 5.5 give a overall comparison of all the four planners.

Other information, e.g., the evaluation of different overlaps, the cost of model
reconstruction, and the reconstruction evaluation on the other scenes are in-
cluded in the supplementary material.

5.1 High-precision LiDAR Scan

The synthetic scenes come with ground-truth meshes for evaluation. For the real
scenes, we scan the entire building with high-precision LiDAR scanners loaded
with GPS localization devices. The point clouds are then registered with each
other, resulting in a high-precision LiDAR scan of the whole building.

The LiDAR scanner is Trimble X7 with self-calibration and self-registration
techniques. The ranging noise is 0.5mm, the ranging accuracy is 2mm, the angu-
lar accuracy is 21′′, and the accuracy of 3D points is 1.5mm at 10m and 2.4mm
at 20m. Each scan, including self-calibration, takes 2 minutes and 34 seconds.
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Fig. 4: The visualization of scanned point clouds and reconstruction error maps
for real scene ArtSci and Polytech.
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Fig. 5: Battery consumption of different methods with different proxies on the
real scene ArtSci. (a): battery consumption per minute (%/minute) ↓; (b): bat-
tery consumption per Km (10−3%/km) ↓; (c): battery consumption between
two captures (10−2%) ↓.

For real scene Polytech, the overall error of registration is 6mm; for real scene
ArtSci, the overall error of registration is 3mm.

Fig. 4 shows the scanned point clouds, the accuracy maps, and the complete-
ness maps for both the real scene ArtSci and Polytech.

5.2 UAV Capturing Cost

Along with the length of the flight path, the efficiency of the path, such as the
total turning angles, affects the overall energy consumption. The drone consumes
more energy when it accelerates and decelerates near the turns.

Fig. 5 shows the battery consumption statistics of the flight paths planned
with different methods on the real scene ArtSci. As we can see in this figure, the
capturing cost, or the efficiency of the flight path, is mainly affected by the path
pattern. Since oblique photography has the simplest path (Fig. 2), it has nearly
the lowest battery cost. Generally, the method proposed by Zhang et al. [44] has
a lower battery consumption than the other two methods, since they explicitly
optimize the path efficiency in their cost function.
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Fig. 6: Aerotriangulation error of different methods with different proxies on
the synthetic scenes Town. (a): calibrated images per minute (#/m) ↑; (b): the
rate of succssefully calibrated images (%) ↑; (c): average resolution per pixel
(1e−3m/pixel) ↓; (d): root mean square error in pixel (1e−3pixel) ↓; (e): root
mean square error in meter (1e−3m) ↓; (f): reprojection error (pixel) ↓.

5.3 Aerotriangulation Error

Before reconstructing the scenes, a process named aerotriangulation, which is
a triangulation with aerial images is first performed on the captured images to
determine the pose of the cameras and to obtain a sparse point cloud of the
environment.

Fig. 6 shows the statistics of the aerotriangulation error on different proxies
with the overlap as 90% tested on the scene Town. As indicated in Fig. 6, the
aerotriangulation results of the method proposed by Smith et al. [37] and the
method proposed by Zhou et al. [46] are quite sensitive to the different levels
of proxies. For the method proposed by Zhang et al. [44], the RMS-pixel (root
mean square error in pixel), RMS-meter (root mean square error in meter),
and the reprojection error decrease as the proxy go finer. However, compared
to Zhou et al. [46], some images captured with this method are not calibrated
well. The aerotriangulation results of Zhou et al. [46] and Zhang et al. [44] have
lower RMSE in meter than Smith et al. [37]. The images captured by oblique
photography are also well-calibrated and have a low aerotriangulation error as
the images are overlapped with each other strictly.

5.4 Reconstruction Accuracy and Completeness

We evaluate the reconstruction results of the four planners with different proxies
and the results of reconstruction accuracy and completeness are shown in Fig. 7.
The evaluation is performed on scene School with 90% overlap.

The value of 90% or 95% accuracy x means that for all the closest points
of the vertices of the reconstruction model on the ground-truth model, 90% or
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Fig. 7: Reconstruction error of different methods with different proxies on the
synthetic scene School. (a): 90% accuracy (m) ↓; (b): 95% Accuracy (m) ↓;
(c): root mean square error (m) ↓; (d): 0.02m completeness (%) ↑; (e): 0.05m
completeness (%) ↑; (f): 0.075m completeness (%) ↑.

95% of them have a distance less than x. The value of 0.02m, 0.075m, or 0.075m
completeness x% means that for all the closest points of the vertices of the
ground-truth model on the reconstruction model, x% of them have a distance
less than 0.02m, 0.05m, or 0.075m. A smaller 90% and 95% accuracy value mean
higher accuracy and a larger 0.02m, 0.05m, or 0.075m completeness value means
higher completeness.

As shown in Fig. 7, both the accuracy and the completeness of reconstructed
results of the methods proposed by Smith et al. [37] and Zhou et al. [46] increase
as the proxy goes finer. The accuracy and completeness of the results by Zhang
et al. [44] are not quite consistent with the proxy.

The visualization of the reconstructed results and reconstruction error is
shown in Fig. 8. The values for accuracy and completeness are clamped to 0 ∼
0.04 and 0 ∼ 0.1. As one could expect, the complex geometry and high occlusion
induce lower accuracy and completeness of reconstruction.

In general, the method proposed by Smith et al. [37] and Zhou et al. [46] get
higher accuracy and completeness compared to oblique photography and Zhang
et al. [44]. However, the paths produced by the method proposed by Zhang et
al. [44] have higher quality and consume less energy.

5.5 Comparison of Different Planners

The path generated with oblique photography simply follows a Zig-Zag pattern
thus the target scene is completely covered and the captured images are well
calculated. As the baseline planner, oblique photography has the lowest energy
cost among all the four planners but results in a roughest reconstruction. The
reconstruction error mainly comes from the occlusion between different buildings
and other objects scince it can not dive into the space between them. Both the
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Fig. 8: Visual comparisons of the resulting 3D reconstruction and the correspond-
ing reconstruction error produced by different methods. A higher value means
lower accuracy and less completeness for the second and the third rows.

mothod propose by Smith et al. [37] and Zhou et al. [46] get a much higher quality
reconstruction than oblique photography. In general, the mothod proposed by
Zhou et al. [46] cost less energy compared to the Smith et al. [37]. For the mothod
proposed by Zhang et al. [44], although they get a higher reconstruction error
than Smith et al. [37] and Zhou et al. [46], the battery consumption is reduced
due to the continuity of the generated paths.

6 Simulator and Applications

Although there are 3D instance segmentation datasets, e.g., S3DIS [1], Scan-
Net [11] and SceneNN [18], they are all collected from indoor scenes and still
not enough for deep learning based methods. Please note that there is basically
no decent dataset for learning 3D building instance segmentation in spacious
outdoor scenes, especially for complicated urban regions.

In this context, our released UrbanScene3D provides rich, large-scale urban
scene building annotation data for 3D instance segmentation research. To seg-
ment and label 3D architectures, we manually extract all single building models
from the entire scene model. Every building is then assigned a unique label, form-
ing an instance segmentation map; see the top right of Fig. 9 for an example.
The 3D textured models with instance segmentation labels in UrbanScene3D
allow users to obtain all kinds of data they would like to have: instance segmen-
tation map, depth map in arbitrary resolution, 3D point cloud/mesh in both
visible and invisible places, etc. UrbanScene3D also offers 4K captured aerial
videos in some specific real scenes aimed for 3D reconstruction; see the top left
of Fig. 9. Together with high-precision laser scans as ground-truth, these data
can be effectively used to train and evaluate various SLAM algorithms.

Moreover, with UrbanScene3D, users can also simulate the robots (cars or
drones) to test a variety of autonomous tasks in the proposed city environments.
The gravity, inertia and collision can be handled by the physical engine of Airsim.
Thus, users can easily generate highly realistic data for many tasks, such as depth
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Fig. 9: UrbanScene3D also provides the building instance ID for each environ-
ment (top left) , 4K aerial videos that are aimed at the real scene acquisition
(top right), and a simulator built on Unreal Engine and AirSim (bottom).

estimation, autonomous navigation, and novel view synthesis. Meanwhile, both
the lighting condition and the weather of each urban scene can be manipulated
by users too. That is, users are able to simulate a rainy night campus or a foggy
morning campus; see e.g., the bottom of Fig. 9. Such data endowed with large
diversity would reduce the discrepancy between the simulated and real-world
environments, and hence increase the generalization of proposed algorithms.

7 Conclusion and Future Work

We present a large-scale dataset, UrbanScene3D, which offers rich data anno-
tations and a wide variety of observations of six representative environments.
The corresponding reconstruction results and the ground-truth models/scans
can be used to evaluate path planning and MVS algorithms. Besides, the pro-
posed simulator allows users to further explore and capture urban scenes in
various data patterns with different lighting/weather conditions. The release of
UrbanScene3D would largely benefit the community.

In the future, we plan to do high-level geometric descriptions in the dataset,
such as 3D structural points, cross-sectional profiles, wire-frames, or plane seg-
ments, etc., to support further research in both computer vision and computer
graphics. UrbanScene3D will constantly grow to make more contributions to the
data-driven study.
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