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Abstract. Enhancing the robustness of vision algorithms in real-world
scenarios is challenging. One reason is that existing robustness bench-
marks are limited, as they either rely on synthetic data or ignore the
effects of individual nuisance factors. We introduce OOD-CV | a bench-
mark dataset that includes out-of-distribution examples of 10 object cat-
egories in terms of pose, shape, texture, context and the weather condi-
tions, and enables benchmarking models for image classification, object
detection, and 3D pose estimation. In addition to this novel dataset, we
contribute extensive experiments using popular baseline methods, which
reveal that: 1) Some nuisance factors have a much stronger negative ef-
fect on the performance compared to others, also depending on the vision
task. 2) Current approaches to enhance robustness have only marginal
effects, and can even reduce robustness. 3) We do not observe significant
differences between convolutional and transformer architectures. We be-
lieve our dataset provides a rich testbed to study robustness and will
help push forward research in this area.

1 Introduction

Deep learning sparked a tremendous increase in the performance of computer
vision systems over the past decade, under the implicit assumption that the
training and test data are drawn independently and identically distributed (IID)
from the same distribution. However, Deep Neural Networks (DNNs) are still
far from reaching human-level performance at visual recognition tasks in real-
world environments. The most important limitation of DNNs is that they fail to
give reliable predictions in unseen or adverse viewing conditions, which would
not fool a human observer, such as when objects have an unusual pose, texture,
shape, or when objects occur in an unusual context or in challenging weather
conditions (Figure 1). The lack of robustness of DNNs in such out-of-distribution
(OOD) scenarios is generally acknowledged as one of the core open problems of
deep learning, for example by the Turing award winners Yoshua Bengio, Geoffrey
Hinton, and Yann LeCun [1]. However, the problem largely remains unsolved.
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Fig.1: Computer vision models are not robust to real-world distribution shifts
at test time. For example, ResNet50 achieves 85.2% accuracy on our benchmark,
when tested on images that are similarly distributed as the training data (IID).
However, its performance deteriorates significantly when individual nuisance fac-
tors in the test images break the IID assumption. Our benchmark makes it pos-
sible, for the first time, to study the robustness of image classification, object
detection and 3D pose estimation to OOD shifts in individual nuisances.

One reason for the limited progress in OOD generalization of DNNs is the
lack of benchmark datasets that are specifically designed to measure OOD ro-
bustness. Historically, datasets have been pivotal for advancement of the com-
puter vision field, e.g. in image classification [10], segmentation [31,13], pose
estimation [50,44,52], and part detection [7]. However, benchmarks for OOD ro-
bustness have important limitations, which limit their usefulness for real-world
scenarios. Limitations of OOD benchmarks can be categorized into three types:
Some works measure robustness by training models on one dataset and testing
them on another dataset without fine-tuning [1,55,20,23]. However, cross-dataset
performance is only a very coarse measure of robustness, which ignores the ef-
fects of OOD changes to individual nuisance factors such as the object texture,
shape or context. Other approaches artificially generate corruptions of individual
nuisance factors, such as weather [35], synthetic noise [20] or partial occlusion
[46]. However, some nuisance factors are difficult to simulate, such as changes
in the object shape or 3D pose. Moreover, artificial corruptions only have lim-
ited generalization ability to real-world scenarios. The third type of approach
obtains detailed annotation of nuisance variables by recording objects in fully
controlled environments, such as in a laboratory [6] or using synthetic data [20].
But such controlled recording can only be done for limited amount of objects
and it remains unclear if the conclusions made transfer to real-world scenarios.

In this work, we introduce OOD-CV | a dataset for benchmarking OOD ro-
bustness on real images with annotations of individual nuisance variables and
labels for several vision tasks. Specifically, the training and IID testing set in
OOD-CV consists of 10 rigid object categories from the PASCAL VOC 2012
[14] and ImageNet [10] datasets, and the respective labels for image classifica-
tion, object detection, as well as the 3D pose annotation from the PASCAL3D+
dataset [50]. Our main contribution is the collection and annotation of a com-
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prehensive out-of-distribution test set consisting of images that vary w.r.t. the
training data in PASCAL3D+ in terms individual nuisance variables, i.e. im-
ages of objects with an unseen shape, texture, 3D pose, context or weather
(Fig. 1). Importantly, we carefully select the data such that each of our OOD
data samples only varies w.r.t. one nuisance variable, while the other variables
are similar as observed in the training data. We annotate data with class labels,
object bounding boxes and 3D object poses, resulting in a total dataset collec-
tion and annotation effort more than 650 hours. Our ROBIN dataset, for the
first time, enables studying the influence of individual nuisances on the OOD
performance of vision models. In addition to the dataset, we contribute an ex-
tensive experimental evaluation of popular baseline methods for each vision task
and make several interesting observations, most importantly: 1) Some nuisance
factors have a much stronger negative effect on the model performance com-
pared to others. Moreover, the negative effect of a nuisance depends on the
downstream vision task, because different tasks rely on different visual cues. 2)
Current approaches to enhance robustness using strong data augmentation have
only marginal effects in real-world OOD scenarios, and sometimes even reduce
the OOD performance. Instead, some results suggest that architectures with 3D
object representations have an enhanced robustness to OOD shifts in the object
shape and 3D pose. 3) We do not observe any significant differences between con-
volutional and transformer architectures in terms of OOD robustness. We believe
our dataset provides a rich testbed to benchmark and discuss novel approaches
to OOD robustness in real-world scenarios and we expect the benchmark to play
a pivotal role in driving the future of research on robust computer vision.

2 Related works

Robustness benchmark on synthetic images. There has been a lot of
recent work on utilizing synthetic images to test the robustness of neural net-
works [29,20,35]. For example, ImageNet-C [20] evaluates the performance of
neural networks on images with synthetic noises such as JPEG compression,
motion-blur and Gaussian noise by perturbing the standard ImageNet [10] test
set with these noises. [35] extends this idea of perturbing images with synthetic
noises to the task of object detection by adding these noises on COCO [31] and
Pascal-VOC [13] test sets. Besides perturbation from image processing pipelines,
there are also work [16] benchmarks the shape and texture bias of DNNs using
images with artificially overwritten textures. Using style-transfer [15] as augmen-
tation [16] or using a linear combination between strongly augmented images and
the original images [22] have been shown as effective ways of improving the ro-
bustness against these synthetic image noises or texture changes. However, these
benchmarks are limited in a way that synthetic image perturbations are not able
to mimic real-world 3-dimensional nuisances such as novel shape or novel pose of
objects. Our experiments in Sec. 4 also show that style-transfer [15] and strong
augmentation [22] does not help with shape and pose changes. In addition, these
benchmarks are limited to single tasks, for example, ImageNet-C [20] only eval-
uates the robustness on image classification, COCO-C [35] only evaluates on the
tasks of object detection. DomainBed [17] also benchmarks algorithm on OOD
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domain generalization on the task of classification. In our work, we evaluate the
robustness on real world images, while also evaluate the robustness across differ-
ent tasks including image classification, object detection, and pose estimation.

Robustness benchmark on real world images. Distribution shift in real-
world images are more than just synthetic noises, many recent works [39,23,20]
focus on collecting real-world images to benchmark robustness of DNN perfor-
mances. ImageNet-V2 [39] created a new test set for ImageNet [10] by download-
ing images from Flickr, and found this new test set causes the model performance
to degrade, showing that the distribution shift in the real images has an impor-
tant influence on DNN models. By leveraging an adversarial filtration technique
that filtered out all images that a fixed ResNet-50 [18] model can correctly classi-
fies, ImageNet-A [23] collected a new test set and shows that these adversarially
filtered images can transfer across other architectures and cause the performance
to drop by a large margin. Although ImageNet-A [23] shows the importance of
evaluating the robustness on real-world images, but cannot isolate the nuisance
factor. Most recently, ImageNet-R [19] collected four OOD testing benchmarks
by collecting images with distribution shifts in texture, geo-location, camera pa-
rameters, and blur respectively, and shows that not one single technique can
improve the model performance across all the nuisance factors. There are also
benchmarks to test how well a model can learn invariant features from unbal-
anced datasets [43]. And benchmarks composed of many real world shifts [25].
We introduce a robustness benchmark that is complementary to prior datasets,
by disentangling individual OOD nuisance factors that correspond to semantic
aspects of an image, such as the object texture and shape, the context object,
and the weather conditions. Due to rich annotation of our data, our benchmark
also enables studying OOD robustness for various vision tasks.

Techniques for improving robustness. To close the gap between the per-
formance of vision models on datasets and the performance in the real-world,
many techniques has been proposed [37]. These techniques for improving ro-
bustness can be roughly categorized into two types: data augmentation and ar-
chitectural changes. Adversarial training by adding the worst case perturbation
to images at training-time [419], using stronger data augmentation [3,47], image
mixtures [22,56,12], and image stylizations [16] during training, or augmenting
in the feature space [19] are all possible methods for data augmentation. These
data augmentation methods have been proven to be effective for synthetic per-
turbed images [22,10]. Architectural changes are another way to improve the
robustness by adding additional inductive biases into the model. [54] proposed
to perform de-noise to the feature representation for a better adversarial robust-
ness. Analysis-by-synthesis appoaches [15,28] can handle scenarios like occlusion
by leveraging a generative object model and through top-down feedback [53].
Transformers are a newly emerged architecture for computer vision [11,32,42],
and there are works showing that transformers may have a better robustness
than CNNs [5,34], although our experiments suggest that this is not the case.
Object-centric representations [33,18] have also been show to improve robust-
ness. Self-supervised learned representations also show improvement on OOD
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examples [21,57,59,9] Our benchmark enables the comprehensive evaluation of
such techniques to improve the robustness of vision models on realistic data,
w.r.t. individual nuisances and vision tasks. We find that current approaches to
enhance robustness have only marginal effects, and can even reduce robustness,
thus highlighting the need for an enhanced effort in this research direction.

shape texture context weather

car

motorbike

Fig.2: Examples from our dataset with OOD variations of individual nuisance
factors including the object shape, pose, texture, context and weather conditions.

3 Dataset collection

In this section, we introduce the design of the OOD-CV benchmark and discuss
the data collection process to obtain the OOD images and annotations.

3.1 What are important nuisance factors?

The goal of the OOD-CV benchmark is to measure the robustness of vision
models to realistic OOD shifts w.r.t. important individual nuisance factors. To
achieve this, we define an ontology of nuisance factors that are relevant in real-
world scenarios following related work on robust vision [36,41,38,2,27] and taking
inspiration from the fact that images are 3D scenes with a hierarchical compo-
sitional structure, where each component can vary independently of the other
components. In particular, we identify five important nuisance factors that vary
strongly in real-world scenarios: the object shape, its 3D pose, and texture ap-
pearance, as well as the surrounding context and the weather conditions. These
nuisance factors can be annotated by a human observer with reasonable effort,
while capturing a large amount of the variability in real-world images. Notably,
each nuisance can vary independently from the other nuisance factors, which will
enable us to benchmark the OOD effect of each nuisance individually.

3.2 Collecting images

OOD data can only be defined w.r.t. some reference distribution of training data.
For our dataset, the reference training data is based on the PASCAL3D+ [51]
dataset which is composed of images from Pascal-VOC [13] and ImageNet [10]
datasets, and contains annotations of the object class, bounding box and 3D
pose. Our goal is to collect images where only one nuisance factor is OOD w.r.t.
training data, while other factors are similar as in training data.
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Fig.3: The data is collected from internet using a predefined set of search key-
words, we then manually filter out all images that do not have OOD nuisances
or have multiple nuisances. After collecting and splitting the data into different
collections with different nuisance, we label images with object bounding boxes
and align a CAD model to estimate the 3D pose of the object. The CAD models
are overlaid on the images in blue. After each image annotation has been verified
by at least two other annotators, we include it in our final dataset.

To collect data with OOD nuisance factors, we search the internet using a
curated set of search keywords that are combinations of the object class from
the PASCAL3D+ dataset and attribute words that may retrieve images with
OOD attributes, e.g. ”car+hotdog” or "motorbike+batman”, a comprehensive
list of our search keywords used can be found in the supplementary material.
Note that we only use 10 object categories from PASCAL3D+ , as we could not
find sufficient OOD test samples for all nuisances for the categories ”bottle” and
"television”. We manually filtered images with multiple nuisances and put an
effort in retaining images that significantly vary in terms of one nuisance only.
Following this approach, we collect 2632 images with OOD nuisances in terms
of shape, texture, context and weather. Examples images are shown in Fig. 2.

To create OOD dataset splits regarding 3D pose and shape we leverage the
shape and pose annotations from PASCAL3D+. These allow us to split the
dataset such that 3D pose and shape of training and testing set do not overlap.
We augment these OOD splits in pose and shape with additional data that we
collect from internet. Statistics of our dataset are shown in the supplementary.On
average we have 52 images per nuisance and object class which is comparable to
other datasets, e.g. ImageNet-C with an average of 50 images.

Overall, the OOD-CV benchmark is an image collection with a total of 13297
images composed from PASCAL3D+ and internet where 10665 images are from
PASCAL3D+ and 2632 images are collected and annotated by us. To ensure that
test data is really OOD, three annotators went through all training data from
PASCAL3D+ and filtered out images from training set that were too similar
to OOD test data. To enable us to benchmark OOD robustness, the nuisance
factors and vision tasks were annotated as discussed in the next section.
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3.3 Data annotation

A schematic illustration of the annotation process is shown in Fig. 3. After
collecting the images from internet, we first classify the images according to
OOD nuisance factor following the ontology discussed in Sec. 3.1. Subsequently,
we annotate the images to enable benchmarking of a variety of vision tasks.
In particular, we annotate the object class, 2D bounding box and 3D object
pose. Note that we include the 3D pose, despite the large additional annotation
effort compared to class labels and 2D bounding boxes, because we believe that
extracting 3D information from images is an important computer vision task.

The annotation of the bounding boxes follows the coco format [31]. We used
a web-based annotation tool ! that enables the data annotation with multiple
annotators in parallel. The 3D pose annotation mainly follows the pipeline of
PASCAL3D+ [51] and we use a slightly modified annotation tool from the one
used in the PASCAL3D+ toolkit 2. Specifically, to annotate the 3D pose each
annotator selects a CAD model from the ones provided in PASCAL3D+, which
best resembles the object in the input image. Subsequently, the annotator la-
bels several keypoints to align the 6D pose of the CAD model to the object in
input image. After we have obtained annotations for the images, we count the
distribution of number of images in each category and for categories with less
images than average, we continue to collect additional images from internet for
the minority categories. Following this annotation process, we collected labels
for all 2632 images covering all nuisance factors. Finally, the annotations pro-
duced by every annotator are verified by at least two other annotators to ensure
the annotation is correct. We have a total of 5 annotators, and it took about 15
minutes per image, resulting in more than 650 hours of annotation effort.
Dataset splits. To benchmark the IID performance, we split the 10665 images
that we retained from the PASCAL3D+ dataset into 8532 training images and
2133 test images. The OOD dataset splits for the nuisances ” texture”, ” context”,
and ”weather” can be directly used from our collected data. As the Pascal3D-+
data is highly variable in terms of 3D pose and shape, we create OOD splits
w.r.t. the nuisances "pose” and ”shape” by biasing the training data using the
pose and shape annotations, such that the training and test set have no overlap
in terms of shape and pose variations. These initial OOD splits are further
enhanced using the data we collected from the internet. The dataset and a
detailed documentation of the dataset splits is available online®.

4 Experiments

We test the robustness of vision models w.r.t. out-of-distribution shifts of in-
dividual nuisance factors in Sec. 4.1 and evaluate popular methods for enhanc-
ing the model robustness of vision models using data augmentation techniques
(Sec. 4.2) and changes to the model architecture (Sec. 4.3). Finally, we study

! https://github.com/jsbroks/coco-annotator
2 https:/ /cvgl.stanford.edu/projects/pascal3d.html
3 http://ood-cv.org/, Also see the supplementary material.
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the effect when multiple nuisance factors are subject to OOD shifts in Sec. 4.4
and give a comprehensive discussion of our results in Sec. 5.

Experimental Setup. Our OOD-CV dataset enables benchmark vision mod-
els for three popular vision tasks: image classification, object detection, and 3D
pose estimation. We study robustness of popular methods for each task w.r.t.
OOD shifts in five nuisance factors: object shape, 3D pose, object texture, back-
ground context and weather conditions. We use the standard evaluation process
of mAP@50 and Acc@f for object detection and 3D pose estimation respec-
tively. For image classification, we crop the objects in the images based on their
bounding boxes to create object-centric images, and use the commonly used Top-
1 Accuracy to evaluate the performance of classifiers. In all our experiments, we
control variables such as the number of model parameters, model architecture,
and training schedules to be comparable and only modify those variables we wish
to study. The models for image classification are pre-trained on ImageNet [10]
and fine-tuned on our benchmark. As datasets for a large-scale pre-training are
not available for 3D pose estimation, we randomly initialize the pose estimation
models and directly train them on the OOD-CV training split. Detailed training
settings for vision models and data splits can be found in our supplementary.

Table 1: Robustness to individual nuisances of popular vision models for differ-
ent vision tasks. We report the performance on i.i.d. test data and OOD shifts in
the object shape, 3D pose, texture, context and weather. Note that image classi-
fication models are most affected by OOD shifts in the weather, while detection
and pose estimation models mostly affected by OOD shifts in context and shape,
suggesting that vision models for different tasks rely on different visual cues.

Task ‘ iid shape pose texture context weather

ResNet50 85.2%+2.1% 73.2%+1.9% 73.8%+2.0% 76.2%+2.6% 78.7%=+2.8% 69.2%+1.9%
MbNetv3-L  81.5%=+1.7% 68.2%+2.0% 71.4%=+1.6% 72.1%+2.4% 75.9%+2.9% 66.5%+2.5%

Faster-RCNN  72.6%+1.7% 61.6%+2.4% 62.4%+1.7% 56.3%=+1.1% 35.6%=+1.8% 50.7%+1.6%
RetinaNet 74.7%+1.6% 64.1%=42.0% 65.8%+1.9% 61.5%=42.0% 40.3%+2.2% 54.2%=+2.0%

Resb0-Specific 62.4%+2.4% 43.5%+2.5% 45.2%+2.8% 51.4%+1.8% 50.8%+1.9% 49.5%+2.1%
NeMo 66.7%+2.3% 51.7%+2.3% 56.9%+2.7% 52.6%+2.0% 51.3%+1.5% 49.8%+2.0%

Image
Classification

Object
Detection

3D Pose
Estimation

4.1 Robustness to individual nuisances

The OOD-CV benchmarks enables, for the first time, to study the influence of
OOD shifts in individual nuisance factors on tasks of classification, detection and
pose estimation. We first study the robustness of one representative methods
for each task. In Tab. 1, we report the test performance on a test set with
ii.d. data, as well as the performance under OOD shifts to all five nuisance
factors that are annotated in the OOD-CV benchmark. We observe that for
image classification, the performance of the classic ResNet50 architecture [18]
drops significantly for every OOD shift in the data. The largest drop is observed
under OOD shifts in the weather conditions (—16.0%), while the performance
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drop for OOD context is only —6.5%. The results suggests that the model does
not rely very much on contextual cues but rather focuses more on the overall gist
of the image, which is largely affected by changing weather conditions. Moreover,
the classification model is more affected by OOD shifts in geometric cues such
as the shape and the 3D pose, compared to the object texture. On the contrary,
for object detection the performance of a Faster-RCNN [410] model drops the
most under OOD context (—37% mAP@50), showing that detection models rely
strongly on contextual cues. While the performance of the detection model also
decreases significantly across all OOD shifts, the appearance-based shifts like
texture, context and weather have a stronger influence compared to OOD shifts
in the shape and pose of the object. For the task of 3D pose estimation, we study
a ResNet50-Specific [58] model, which is a common pose estimation baseline
that treats pose estimation as a classification problem (discretizing the pose
space and then classifying an image into one of the pose bins). We observe that
the performance for 3D pose estimation drops significantly, across all nuisance
variables and most prominently for OOD shifts in the shape and pose.
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Fig.4: Performance of CNN and Transformer on our benchmark. Transformers
have a higher in-domain performance, but CNNs and transformers degrades
mostly the same on OOD testing examples.

In summary, our experimental results show that OOD nuisances have
different effect on vision models for different visual tasks. This suggests
OOD robustness should not be simply treated as a domain transfer problem
between datasets, but instead it is important to study the effects of individual
nuisance factors. Moreover, OOD robustness might require different approaches
for each vision tasks, as we observe clear differences in the effect of OOD shifts
in individual nuisance factors between vision tasks.

4.2 Data Augmentation for Enhancing Robustness

Data augmentation techniques have been widely adopted as an effective means
of improving the robustness of vision models. Among such data augmentation
methods, stylizing images with artistic textures [16], mixing up the original image
with a strongly augmented image (AugMix [22]), and adversarial training [419]
are the most effective methods. We test these data augmentation methods on
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Table 2: Effect of data augmentation techniques on OOD robustness for three
vision tasks. We report the performance of one baseline model for each task, as
well as the same model trained with different augmentation techniques: Stylizing
, AugMix[22] and Adversarial Training [19]. We evaluate all models on i.i.d.
test data and OOD shifts in the object shape, 3D pose, texture, context and
weather. Strong data augmentation only improves robustness to appearance-
based nuisances but even decreases the performance to geometry-based nuisances
like shape and 3D pose.

top-1 i.i.d shape pose texture context weather

ResNet-50 85.2% 73.2% 73.8% 76.2% 78.7% 69.2%
Style Transfer 86.4% 72.8% 72.6% 78.9% 78.8% 73.6%
AugMix 87.6% 73.0% 73.3% 82.1% 82.6% 75.2%
Adv. Training 83.7% 72.1% 71.6% 77.9% 79.9% 72.6%

(a) Top-1 accuracy results on image classification

mAP-50 i.i.d shape pose texture context weather

Faster-RCNN 72.6% 61.6% 62.4% 56.3% 35.6% 50.7%
Style Transfer 73.1% 59.8% 61.3% 58.4% 39.4% 53.5%
Adv. Training 71.3% 60.4% 60.1% 57.4% 36.9% 52.8%

(b) mAP@50 results on object detection

Acc-3 i.i.d shape pose texture context weather

Res50-Spec.  62.4% 43.5% 45.2% 51.4% 50.8% 49.5%
Style Transfer 63.1% 41.8% 44.7% 55.8% 54.3% 53.8%
AugMix 64.8% 44.1% 44.8% 56.7% 54.7% 55.6%
Adv. Training 61.1% 41.7% 43.5% 52.4% 51.7% 50.9%

(c) Acc-% results on pose estimation

OOD-CV to find out if and how they affect the OOD robustness. The exper-
imental results are summarized in Tab. 2. Overall, AugMix [22] improves the
OOD robustness the most for image classification and pose estimation. While
AugMix is not directly applicable to object detection, we observe that strong
data augmentation style transfer [15] leads to a better improvement compared to
adversarial training. Importantly, these data augmentation methods improve the
OOD robustness mostly w.r.t. appearance-based nuisances like texture, context,
and weather.However, in all our experiments data augmentation slightly reduces
the performance under OOD shape and 3D pose. We suspect that this happens
because data augmentation techniques mostly change appearance-based proper-
ties of the image and do not change the geometric properties of the object (i.e.
shape and 3D pose). Similar trends are observed across all three of the tasks
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Table 3: OOD robustness of models with different capacities. While the per-
formance degradation of MobileNetv3-Large (MbNetv3-L) are about the same
as those of ResNet-50, training with data augmentation technique has smaller
effect on MbNetv3-L due to the limited capacity.

i.id shape pose texture context weather

ResNet50 85.2% 73.2% 73.8% 76.2% T78.7% 69.2%
+AugMix [22]  87.6% 73.0% 73.3% 82.1% 82.6% 75.2%
MbNetv3-L [24] 81.5% 68.2% 71.4% 721% 75.9% 66.5%
+AugMix [22]  83.1% 67.8% 71.6% 74.3% 76.8% 69.7%

we tested, image classification, object detection, and pose estimation. These re-
sults suggest that two categories of nuisances exists, namely appearance-based
nuisances like novel texture, context, and weather, and geometric-based nui-
sances like novel shape and pose. We observe that data augmentation only
improves robustness of appearance-based nuisances but can even de-
crease the performance w.r.t. geometry-based nuisances.

4.3 Effect of Model Architecture on Robustness

In this section, we investigate four popular architectural changes that have
proven to be useful in real world applications. Paricularly, we evaluate CNNs
vs Transformers, the model capacity, one stage vs two stage detectors, and mod-
els with integrated 3D priors. Note that when we change the model architecture
we keep other parameters such as number of parameters and capacity the same.
CNNs vs Transformers. Transformers have emerged as a promising alterna-
tive to convolutional neural networks (CNNs) as an architecture for computer
vision tasks recently [11,32]. While CNNs have been extensively studied for ro-
bustness, the robustness of vision transformers are still under-explored. Some
works [5,34] have shown that transformer architecture maybe more robust to
adversarial examples, but it remains if this result holds for OOD robustness. In
the following, we compare the performance of CNNs and transformers on the
tasks of image classification, object detection and 3D pose estimation on the
OOD-CV benchmark. Specifically, we replace the backbone the vision models
for each task from ResNet-50 to Swin-T [32].0ur experimental results are pre-
sented in Fig. 4. Each experiment is performed five times and we report mean
performance and standard deviation. It can be observed that CNNs and vision
transformers have a comparable performance across all tasks as the difference
between their performances are within the margin of error. Particularly, we do
not observe any enhanced robustness as OOD shifts in individual nuisance fac-
tors lead to a similar decrease in performance in both the transformer and the
CNN architecture. While we observe a slight performance gain on i.i.d. data in
image classification (as reported in many other works), our results suggest that
Transformers do not have any enhanced OOD robustness compared
to CNNs. Note our findings here contrast with previous work on this topic [3],
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Table 4: Comparison between one-stage method and two-stage object detection
methods. One-stage methods are more robust compared to two-stage methods.

i.i.d shape pose texture context weather

RetinaNet [30] 74.7% 64.1% 65.8% 61.5% 40.3% 54.2%
+Style Transfer [16] 75.8% 62.7% 64.2% 63.7% 44.7% 55.8%
Faster-RCNN [10]  72.6% 61.6% 62.4% 56.3% 35.6% 50.7%

+Style Transfer [16] 73.1% 59.8% 61.3% 58.4% 39.4% 53.5%

Table 5: Robustness of 3D pose estimation methods. We compare “Resb0-
Specific”, which treats pose estimation as classification problem, and “NeMo”,
which represents the 3D object geometry explicitly. We observe OOD shifts in
shape and pose leads to more performance degradation. NeMo has a significantly
enhanced performance to OOD shifts in object shape and pose.

i.i.d shape pose texture context weather

Res50-Specific 62.4% 43.5% 45.2% 51.4% 50.8%  49.5%
+AugMix [22] 64.8% 44.1% 44.8% 56.7% 54.7% 55.6%

NeMo [15] 66.7% 51.7% 56.9% 52.6% 51.3% 49.8%
+AugMix [22] 67.9% 53.1% 58.6% 57.8% 55.1% 56.7%

we argue that this is because our benchmark enables the study for individual
nuisance factors on real world images, and the control over different individual
nuisances give us opportunity to observe more errors in current vision models.

Model capacity. For deployment in real applications, smaller models are pre-
ferred because they can yield better efficiency than regular models. In the follow-
ing, we compare image classification performance of MobileNetV3 [24] in Tab. 3.
Compared to ResNet-50, MobileNetv3 suffers a similar performance degradation
under OOD shifts in the data. However, data augmentations does not improve
the robustness of MobileNetV3 [24] as much as for ResNet-50, e.g., performance
on context nuisances improved by 3.9% for ResNet-50, but the improvement
is only 0.9% for MobileNetV3. This suggests that OOD robustness is more
difficult to achieve for efficient models with a limaited capacity.

One stage vs two stage for detection. It is a common belief in object detection
community that two-stage detectors are more accurate, while one-stage detectors
are more efficient. For object detection task, two popular types of architecture
exist, namely one-stage and two stage models. We tested two representative
models from these architecture types, RetinaNet [30], a one-stage detector, and
Faster-RCNN [40], which is a two-stage detector. From our results in Tab. 4,
we observe that RetinaNet achieves a higher performance compared to Faster-
RCNN on the OOD-CV benchmark. However, when accounting for improved i.i.d
performance, the OOD performance degradation are similar between two models.
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These initial result suggests that two-stage methods achieve a higher score
than one-stage methods, but are not necessarily more robustness.
Models with explicit 3D object geomtery. Recently, Wang et al. [45] intro-
duced NeMo, a neural network architecture for 3D pose estimation that explicitly
models 3D geometery, and they demonstrated promising results on enhancing
robustness to partial occlusion and unseen 3D poses. In Tab. 5, we compare
NeMo [45] model and a general Res50-Specific model on task of pose estima-
tion on OOD-CV benchmark. NeMo [15] shows a stronger robustness against
geometric-based nuisances (shape and pose), while robustness on appearance-
based nuisances is comparable. This result suggests that, neural networks
with an explicit 3D object representation have a largely enhanced ro-
bustness to OOD shifts in geometry-based nuisances. These results seem
complementary to our experiments in the previous section, which demonstrate
that strong data augmentation can help to improve the robustness of vision
models to appearance-based nuisances, but not to geometry-based nuisances.
We further investigate, if robustness against all nuisance types can be im-
proved by combining data augmentation with architectures that explicitly rep-
resent the 3D object geometry. Specifically, we train NeMo [45] with strong
augmentations like AugMix [22] and our results in Tab. 5 show that this indeed
largely enhances the robustness to OOD shifts in appearance-based nuisances,
while retaining (and slightly improving) the robustness to geometry-based nui-
sances. Result suggests that enhancements of robustness to geometry-based nui-
sances can be developed independently to those for appearance-based nuisances.

4.4 OOD shifts in Multiple Nuisances

In our experiments, we observed that geometry-based nuisances have different
effects compared to appearance-based nuisances. In the following, we test the
effect when OOD shifts happen in both of these nuisance types. Specifically, we
introduce new dataset splits, which combine appearance-based nuisances, includ-
ing texture, context, or weather, with the geometry-based nuisances shape and
pose. From Tab. 6, we observe OOD shifts in multiple nuisances amplify
each other. For example, for image classification, an OOD shift in only the
3D pose reduces the performance by 11.4% from 85.2% to 73.8%, and an OOD
shift in the context reduces the performance by 6.6%. However, when pose and
context are combined the performance reduces by 24.5%. We observe a similar
amplification behaviour across all three tasks, suggesting that it is a general
effect that is likely more difficult to address compared to single OOD shifts.

5 Conclusion

We have shown that proposed OOD-CV benchmark enables a thorough diagno-
sis of robustness of vision models to realistic OOD shifts in individual nuisance
factors. Overall, we observe that OOD shifts poses a great challenge to cur-
rent state-of-the-art vision models and requires significant attention from the
research community to be resolved. Notably, we found that nuisance factors
have a different effect on different vision tasks, suggesting that we might need
different solutions for enhancing the OOD robustness for different vision tasks.
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Table 6: Robustness to OOD shifts in multiple nuisances. When combined, OOD
shifts in appearance-based nuisances and geometric-based nuisances amplifies
each other, leads to further decrease compared to effects in individual nuisances.

i.i.d texture context weather

Classification  85.2% 76.2% 78.7% 69.2%

+ shape 73.2% 62.8% 63.6% 51.2%
+ pose 73.8% 61.9% 60.7% 49.8%
Detection 72.6% 56.3% 35.6% 50.7%
+ shape 61.6% 41.2% 24.3% 30.7%
+ pose 62.4% 45.6% 26.1% 29.8%
Pose estimation 62.4% 51.4% 50.8% 49.5%
+ shape 43.5% 33.1% 31.0% 29.8%
+ pose 45.2% 30.2% 29.7% 28.1%

In our experiments, it can also be clearly observed that the nuisances can be
roughly separated into two categories, appearance-based nuisances like texture,
context, or weather, and another one is geometry-based nuisances such as shape
or pose. We showed that strong data augmentation enhances the robustness
against appearance-based nuisances, but has very little effect on geometric-based
nuisances. On the other hand, neural network architectures with an explicit 3D
object representation achieve an enhanced robustness against geometric-based
nuisances. While we observe that OOD robustness is largely an unsolved and se-
vere problem for computer vision models, our results also suggest a way forward
to address OOD robustness in the future. Particularly, that approaches to en-
hance the robustness may need to be specifically designed for each vision tasks,
as different vision tasks focus on different visual cues. Moreover, we observed
a promising way forward to a largely enhanced OOD robustness is to develop
neural network architectures that represent the 3D object geometry explicitly
and are trained with strong data augmentation to address OOD shifts in both
geometry-based and appearance-based nuisances combined.
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