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1 Stylized COCO in Depth

In this section we provide more examples for Stylized COCO and its object-
centric variants. shows the effect of masking and controlling the style
strength. displays the difference between the extreme points a = 0 (no
style, only image corruption) and o = 1 (full style). Images are chosen intention-
ally to show the effect of disappearing objects. [Figure 3| provides a representative
sample of images in Stylized COCO. Finally we porivde a complete example for
one image in Note that the blending sequences are created for every
dataset version.

coco mask annotation stylized coco stylized objects stylized background
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Alpha blend in pixel space (first row) and feature space (second row).

Fig. 1: Comparison of Stylized COCO, Stylized Objects and Background. Bottom
rows show the pixel and feature space blending sequences for stylized COCO
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style alpha = 1.0

style alpha = 1.0

coco style alpha = 0.0 style alpha = 1.0

coco style alpha = 0.0 style alpha = 1.0

Fig. 2: Comparison of Adaln style transfer strength. Depending on the style im-
age, an alpha value of 1 (pink) can produce rather extreme versions where objects
are almost eradicated from the scene. An alpha value of 0 (yellow) corresponds
to a style transfer of the content image with itself. As can bee seen in the middle
column, this variant already introduces subtle image corruptions to the shape
and texture of objects
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stylized coco

stylized coco

stylized coco
style image

stylized coco

style image

style image

stylized coco

wco bbox + mask annotation style image stylized coco

Fig. 3: Creation process of Stylized COCO. We plot the mask annotations to
locate ground truth instance in the stylized images. The mask annotations are
used to create the Stylized Objects and Background variants
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coco ID: 379533 - 000000379533.jpg
3 instances: ['elephant', 'elephant', 'zebra']

coco bbox + mask annotation style image stylized coco

coco style alpha = 0.0 style alpha = 1.0

coco mask annotation

Alpha blend in pixel space (first row) and feature space (second row).

Fig. 4: Full example for one image. Top row: Creation Process of Stylized-COCO.
Second row: Comparison of style strength. Third row: Comparison of the dataset
versions at a = 1. Last three rows: Blending Sequences for Stylized COCO,
Objects and Background. We create these for every image which results in 60
copies of the COCO val2017 subset
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2 Code and Model Weights

The code to reproduce Stylized COCO, our results and the resulting detection
and evaluation data can be found here:

— https://github.com/JohannesTheo/trapped-in-texture-bias

We use code and pre-trained models from the following popular projects.
Note that unfortunately, CPMask [I] was not fully released at the time of this
publication but will be included in our code release in the future. Before we test
a model on Stylized COCO and its variants, we reproduce the reported score
on COCO val2017. Models that do not reported metrics on val2017 have been
validated on test-dev2017 before testing.

— Detectron 2: https://github.com/facebookresearch/detectron2/
— BMask R-CNN: https://github.com/hustvl/BMaskR-CNN
— PyContrast (SSL): https://github.com/HobbitLong/PyContrast/

— Swin: https://github.com/SwinTransformer/Swin-Transformer-Object-Detection

— YOLO: https://github.com/AlexeyAB/darknet

— YOLACT(++): https://github.com/dbolya/yolact
— DETR: https://github.com/facebookresearch/detr
— BCNet: https://github.com/lkeab/BCNet

— CPMask: https://github.com/fanq15/FewX

— SOTR: https://github.com/easton-cau/SOTR

— SOLOvV2: https://github.com/aim-uofa/AdelaiDet/tree/master/configs/SOLOv2

3 Complete Results (including bounding box scores)

In this section we provide a complete overview of our results. In particular, this
includes all common COCO scores, the absolute model performances and the
corresponding metrics for IoU type bounding box. compares all models
on the original COCO val2017 subset. The data analysis of our main study is
guided by the distance matrices displayed in A key observation from
this comparison is that models perform more similar to models within the same
framework than to models from other frameworks, see [Table 1} [Figure 7] shows
the large scale comparison from the main paper. In addition to the relative
performance we display the corresponding plot with absolute performance and
IoU type bounding box. Similarly, [Figure 8 [Figure 9| and [Figure 10| provide the
bounding box results for the controlled comparisons of framework, backbone and
neck architecture.
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(a) Segmentation scores (YOLO is bbox) (b) Bounding Box scores

Fig.5: Comparison of absolute model performance on COCO val2017. Methods
that do not report scores for val2017 have been validated on test-dev2017

Table 1: Performance similarity of models within and outside a framework group.

Average model distance (L2)[to models from the same framework|to models from other frameworks
Stylized-COCO 0.09 % 0.06 0.23 4 0.08
Stylized-Objects 0.09 + 0.05 0.26 +0.11
Stylized-Background 0.06 +0.03 0.14 £ 0.05

R

(b) Stylized Objects

(a) Stylized COCO

(c) Stylized Background

Fig. 6: Euclidian distance between the relative performance of models over the
full alpha range. Zoom in for better visibility. We average the L2 distance over
AP, APs, APm and APIL. Yellow squares highlight the same model with different
learning schedule
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Fig. 7: Large scale comparison of model robustness. Top row shows relative per-
formance as in the main paper. Bottom row displays absolute performance for
comparison. Note that comparing relative or absolute performance results in a
different ranking of frameworks due to the varying base performance



A large scale comparison of deep instance segmentation

T 3 2]
ESR = e g 3 <
1 18NO8- 1 18NO8-4
u. /\fv 7o u. V fulsa < 2 =
[ LOVIOA+ < Lovioa+r Q
L IRR 0=+ L AR W = R
I (R v 775 ! |1 Prenso g2 S M
) R vt } (R v Q&
8 » .
! s Wi e & g
55 oo 13 [ ioNdas ST IS} =
8130 4130 [as] 5] ey
L1ovior+ o 5 ¢ [ 1ovioa+ o N
M pover T8 Ay O 203
WL £ @) v 2
_ | #is Prowed S g4 oo o b=
o hdd L NNOB-I o 44 L NNOH-W B Q B= . N
g E A R g :
A £ z
T T o H :
3353833385° 3333333857 = mns M
— g
L EER] ¢ oS [] 7 ? oS o i
R s Lipee £ R T g :
4130 4130 O n n 1
1+ LOVIOA+ - LOVIOA+ u O L s .
TN OERS P N VHEEe Y = mog o 2 £
§ 1 4Sensg-0 ) © fomsengd VONON R
v b oo e m H = m o FREN: I
i i o 3 = & g
+ 0108 + 0108 4 g
LR Fuios 1L Fuios m n »n L2 0 &,
DD JNE S SRS % SRS W S TR s
e FIOVIOA* o 3 Tcd - LOVIOA+ o o o > P
TAY R T g Ry el > £ e -
e 1 B sl e 2507 5
[N I Nnow-w o l I Nnow-w ) =0} oo 3 & i
< < o & 2 i g - 1
e EEEEennmnmE — Y % £
aeneneay o ont 5} = H §
3358533557 32383285° &g =
- =t 2
® 1 ¢0M00s ¥ 1 erol08 n o 2 14 i
! Tuios [ 4108 = =5
L loNoa-4 L lonog-4 5 O o
a7 . 2 o 8 ) g
X R TN HEE 9 8° 29 AS: B
1 T yseng-o 1 1 T ysemao [ ) .. L i
L1 fosens Lol Fosena m 3 Sy LI
Lo Eanodw oL Ennoww fnlu. S 5] = R L
P { ¢ toi0s " ¢ towos e g 5
L a10s 1 [ 108 = o) g X
41 g b 3ot fhge =Y = Qs
2 Tusa _ 4 Fuida o m o o =
-LOVIOA* o X - LOVIOA* o 0 m ) n
NN, rives &8 L IRNCNRE o 2 38 2 Ealee
! T 1L ¢ 2 T YY . — =
0 (R =i o (R S O R = s @
c L4 L Tanosw e Lo L L Tnouw S o, g
< < & o <) S B
A . .
Y —o@nonTON=O m W - m Jav] 1
Socccsoss Soccooccos o) . < o L“H.u.
. Q b= O
1ol e oL LHEe ° 8 g o
1 A g « 8, e oz B R o B
Tt » fulsa Q m O =
- LOVIOA+ + LOVIOA+ e P C
NN % EREe B LU WO U o/ = @ o
i I prened i 11 Posenad [e) e 3 ) o) *
RS e LR = g ==
[ [ =+ 9 —~ B=
Prr pges P e g o & s 2%
“ \w [ ienog-4 "M.\w [ ieNog-4 o O = o W
L u130 Lyi3a 0 (@)
? Flovioar o o H Fovionr o O R m =
AN B RS BB AN B pioror d .. 5 )
1 28 ¢ prseng-d =) 1 £ 8 g {rseng-o o0 .o (@) k
o PHEIIIRNMS, & 11D Zilrawe, . A H s
£ < 0O Bp oD @
e -~ O o H
T385833335° T835883235° - g m\w = m )

(b) Bounding Box scores

Controlled comparison of robustness by neck type. Models with dynamic

components are highlighted

(a) Segmentation scores (YOLO is bbox)

Fig. 10
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4 Ablation Study: Salt and Pepper Noise

In this section we conduct an ablation study to answer two questions which arose
during our experiments:

1. How does style transfer compare to common corruption types?
2. Is the better performance on masked objects a result of object contour or a
side effect of less corruption in the image?

To answer these questions, we create am additional version of COCO val2017
with Salt-and-pepper noise (impulse noise). A comparison to Stylized COCO and
the masked variants are shown in We use skimage.util.random noise
with mode="s&p" and amount=0.2 so that 20% of the pixels are corrupted. The
key difference that can be observed is that impulse noise corruptions follow an
independence assumption whereas style transfer corruptions are strongly corre-
lated with the shape features of the content image and the texture features of
the style image. We append more images at the end.

caco mask annotation salt and pepper noise S&D objects 56 backaround

Fig. 11: Comparison of Stylized COCO and Salt-and-Pepper COCO

To quantify the difference, we compare the structural similarity and color
distance of Salt-and-Pepper COCO in [Figure 12| (colored dots). We can observe

Blending Space:

o pixels  ——vgg foatures

Metric Scope:
Wimage S WM WL

0 010203 040506070809 1 0 010203 040506070809 1
Blending alpha / % of S&P Pixels Blending alpha / % of S&P Pixels

Fig. 12: Left: Average structural similarity between image gradients in relation
to COCO (a score of 1 means that there is no difference between images). Right:
Wasserstein distance between RGB histograms (reversed y-axis)



A large scale comparison of deep instance segmentation 11

that the structural similarity of Salt-and-Pepper COCO is closer to the original
data whereas the color distance is comparable to Stylized COCO at around
a = 0.7. A qualitative comparison to the extreme points of Stylized COCO
(e =0and a = 1) is shown in Arguably, all three are clearly different
types of image corruption to the human observer.

style aloha = 0.0 style alpha = 1.0 20% salt-and-pepper noise:

Fig. 13: Style transfer and impulse noise are different corruption types

4.1 Results

We evaluate a representative subset of models from the main paper on Salt-and-
Pepper COCO. The results are displayed in [Figure 14] in comparison to Stylized
COCO. The first finding we like to highlight is that S&P noise and style v = 1
have a strikingly similar effect on model performance. The image corruptions at
style a = 0 are clearly less severe in contrast. The second finding concerns the
difference between the full (@) and object masked (A) dataset versions. More
precisely, models benefit notably more from masked style transfer at a = 1 than
from masked S&P noise.

[T,

Mask RS0 DCS (36)

a0 ast sap=02 a0 ast sap=02

Fig. 14: Results on S&P COCO in comparison to Stylized COCO
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4.2 Conclusion

Regarding our first question, we have shown quantitatively and qualitatively
that style transfer is a unique corruption type and not comparable to the com-
mon impulse noise corruption. In general, model robustness against both types
appears to be correlated. At closer inspection however, a slightly different rank-
ing can be observed. Regarding our second question we conclude that object
contour is indeed an important and exploitable feature for segmentation models.
We derive this claim from the fact that models do benefit from masked style
a = 1 but can not exploit masked Salt-and-Pepper noise to a similar extend.
This validates our causally motivated approach of object-centric texture mask-
ing and shows that masking corruption types with an independence assumption
can not provide similar insights about semantic model robustness.

Fig. 15: Stylized COCO and Salt-and-pepper COCO in comparison
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coco mask annotation

s&p objects

coco mask annotation stylized coco Stylized objects. Stylized background
Y

coco mask annotation salt and pepper noise: s&p objects s&p background
" < A%

s&p obiects

Stylized background

Stylized background

coco mask annotation nd pepper noise s&p objects

Fig. 16: Stylized COCO and Salt-and-pepper COCO in comparison

13
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5 Ablation Study: Removing Object Contour

As aresult of we saw that models for instance segmentation can exploit
object contour independently from, and despite of, out-of-distribution texture. In
this ablation, we perform the complementary experiment to answer the question:

1. Which feature is more important? Object texture or object contour?

The data set creation process is displayed in[Figure 17]left. We use the ground
truth annotations (mask polygons) to create a slightly thicker soft mask around
the object contour. This area is then blurred by gaussian smoothing to remove
the actual object contour. Object texture is not changed in this experiment. Note
that we only consider large instances. The problem with small and medium sized
objects is that their mask annotations often contain small but essential parts,
e.g. the legs of a horse etc. We experimented with different parameters for the
soft mask but eventually decided against these settings since contour removal
resulted in undesired texture or part removal too frequently.

Fig. 17: Left: Creation process of the contourless COCO dataset. We use a soft
mask around the ground truth mask annotations and gaussian smoothing to
remove the contour of large instances. Right: Results on contourless COCO in
comparison to Stylized COCO and its variants.

The results on contourless, large instances are shown in right
(blurred contour). Two observations can be made. The first is that rAP] per-
formance drops significantly for all models which confirms object contour as
an important feature. The second observation allows us to answer our initial
question. By comparing the results on blurred contour to the result on Stylized
Objects at a = 1, we can see that models within the Mask R-CNN framework
as well as YOLACT models are more affected by out-of-distribution texture
than contour removal (worse performance on s-objects, &« = 1 in comparison
to blurred contour). In contrast, YOLACT++ as well as SOTR and SOLOv2
models appear to be more balanced in this regard. In line with the key findings
of our main study, we conclude that the latter frameworks are more robust to
novel object texture and we like to point out that all three, contain dynamic
convolution operations of some sort.
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