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Supplementary Material

A More Qualitative Results of OV-DETR

Open-Vocabulary COCO. We provide more qualitative results of OV-DETR
on Open-Vocabulary COCO setting (Fig. 1). We visualize the detection results
on novel classes and the activation maps of OV-DETR and Region Proposal
Network (RPN) [3] used by ViLD [1], which further validate the motivation
from the main paper: OV-DETR has higher activation values on objects of novel
classes than RPN.
Web Images. To verify the generalization ability, we also provide the qualitative
results of anime characters in Fig. 2. Although these characters are not provided
during training, OV-DETR can successfully detect the regions matched with the
conditional image queries.
Failure Cases. Fig. 3 shows some failure cases of OV-DETR. We notice that
detecting small or occluded objects with conditional image query is hard. Our
method is not robust to the unrelated out-of-distribution text queries. We will
address these shortcomings in further research.

B Discussion of Object Proposals

In previous work ViLD [1], class-agnostic object proposals are leveraged to
transfer the knowledge from CLIP image encoder to the detector. As shown
in Fig. 4 (a), ViLD first trains a RPN network on base classes to get M pre-
computed proposals. These object proposals may contain objects of novel classes
and are essential for training ViLD model. For these M proposals, M predicted
region embeddings and the corresponding ground-truth embeddings are com-
puted by a Mask R-CNN detector and a CLIP image encoder respectively. Then,
a knowledge distillation loss is applied for the predicted region embeddings and
the ground-truth embeddings.

We follow the steps of ViLD, pre-training a detector with the base classes to
predict object proposals that may cover the novel classes. The only difference is
that we use different architectures (Def-DETR vs. the RPN network in ViLD).
Despite of building upon different architectures, the generated object proposals
have similar high top-300 averaged recall (AR@300) for novel categories (48.3
for ViLD and 47.6 for ours). Fig. 4 (b) shows that compared with ViLD, we
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Table 1: Importance of Lembed on LVIS.

# Lembed APm APm
novel APm

c APm
f

1 ✗ 24.9 14.4 23.2 31.3
2 ✓ 26.6 17.4 25.0 32.5

Table 2: Ablation study on N (the number of object queries) and R (the number of
copies).

# N R APm APm
novel APm

c APm
f

1 100 1 22.0 10.6 20.9 28.2
2 100 3 25.7 13.6 25.0 31.9
3 100 9 24.3 11.9 22.9 31.3
4 300 1 24.2 12.3 22.8 30.9
5 300 3 26.6 17.4 25.0 32.5

use the object proposals in a different way. Since these object proposals are
class-agnostic, they cannot be applied on DETR’s matching algorithm. In OV-
DETR, we treat the image embeddings extracted by the object proposals as
the conditional image query. The expected predictions of OV-DETR are the
‘matched’ regions of an input image given a conditional image query.

C Importance of Lembed

In OV-DETR, we introduce an embedding reconstruction head to predict the
conditional input embedding ztext or zimage, and this reconstruction head is
optimized by the loss Lembed. The results in Table 1 show the efficacy of Lembed.

D Importance of Multiple Queries for Training

Recap that we propose to “clone” query features in Section 3.2 (also see Fig 4) of
the main paper. We examine different choices of the two hyper-parametersN and
R, and show results in Table 2. When N = 100, we find that coping queries (from
R = 1 to 3) improves the APm

novel from 10.6 to 13.6, and a slight degradation
when R = 9 partially due to the limited optimization capacity. When N = 300,
we observe that coping queries (from R = 1 to 3) is also beneficial. However, we
will face the out-of-memory issue on GPU when N = 300 and R > 3. Overall,
we find the combination of N = 300 queries and repetition of R = 3 times serves
as the optimal solution.

E More Implementation Details

Hyper-Parameters. All models are trained on 8 Tesla V100 GPUs. We use
the ResNet50-C4 backbone as our default choice. We keep most of the hyper-
parameters the same with previous works [1,7]. For loss functions, we set the
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weighting parameters LBCE = 3.0, LL1 = 5.0, LGIoU = 2.0 and Lembed = 1.0.
The input resolution of the CLIP model is set to 224x224, and the temperature
τ of the CLIP model is set to 0.01.
Text Prompts. Prompt tuning is a critical step when transferring pre-trained
language models to downstream computer vision tasks [6,5,4]. We follow the
same process as in ViLD [1] to construct the text prompts. Specifically, for each
class we feed the textual name wrapped in 63 different prompt templates (e.g.,
‘there is a {class name} in the photo’) to CLIP’s text encoder, and then
average the 63 text embeddings, which is known as prompt ensembling [2].
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Query

“sink”

Output (ours) Activation map (ours) Activation map (RPN)

“scissors”

“tie”

Fig. 1: Qualitative results on Open-Vocabulary COCO setting. We visu-
alize the prediction results of OV-DETR on novel classes. We also provide the
comparison of activation maps between ours and the RPN network.

Query:

Output:

Fig. 2: Qualitative results on anime characters. These images are collected
from web. We use the model trained on LVIS dataset to check the matchability
with the given conditional image queries.
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Query:

Output:

(a)

“bicycle”

(b)

“philosophy”

(c)

Fig. 3: Failure cases of OV-DETR. These images are collected from the web.
We use the model trained on LVIS dataset to check the matchability with the
given conditional image or text queries. (a): OV-DETR fails to detect these
small and occluded objects with the conditional image query (“bicycle”). But as
shown in (b), this issue can be solved to some extent by using text query. (c):
Given the unrelated text queries (e.g., “philosophy”), OV-DETR will predict
wrong false-positive detection results.

     pre-computed
proposals

Crop 
& Resize

‘cat’

‘bird’
GT boxes

     pre-computed
proposals

RPN
CLIP
text

      region 
embedding

CLIP
image

      region 
embedding

Split

proposals

HeadRoI Align

(a) ViLD

(b) OV-DETR

DETR

CLIP
text

     pre-computed
proposals

GT boxes

Crop 
& Resize

CLIP
image

Label AssignmentImage

Image …

Fig. 4: The comparison of ViLD and our OV-DETR of utilizing pre-computed
object proposals. (a): ViLD leverages a distillation loss between the predicted re-
gion embeddings and pre-computed object proposals. (b): We use pre-computed
object proposals to generate the conditional image query.
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