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Abstract. Building robust and generic object detection frameworks re-
quires scaling to larger label spaces and bigger training datasets. However,
it is prohibitively costly to acquire annotations for thousands of cate-
gories at a large scale. We propose a novel method that leverages the rich
semantics available in recent vision and language models to localize and
classify objects in unlabeled images, effectively generating pseudo labels
for object detection. Starting with a generic and class-agnostic region
proposal mechanism, we use vision and language models to categorize
each region of an image into any object category that is required for
downstream tasks. We demonstrate the value of the generated pseudo
labels in two specific tasks, open-vocabulary detection, where a model
needs to generalize to unseen object categories, and semi-supervised ob-
ject detection, where additional unlabeled images can be used to improve
the model. Our empirical evaluation shows the effectiveness of the pseudo
labels in both tasks, where we outperform competitive baselines and
achieve a novel state-of-the-art for open-vocabulary object detection. Our
code is available at https://github.com/xiaofeng94/VL-PLM.

1 Introduction

Recent advances in object detection build on large-scale datasets [17,27,41], which
provide rich and accurate human-annotated bounding boxes for many object
categories. However, the annotation cost of such datasets is significant. Moreover,
the long-tailed distribution of natural object categories makes it even harder to
collect sufficient annotations for all categories. Semi-supervised object detection
(SSOD) [44,60] and open-vocabulary object detection (OVD) [4,16,54] are two
tasks to lower annotations costs by leveraging different forms of unlabeled data.
In SSOD, a small fraction of fully-annotated training images is given along with
a large corpus of unlabeled images. In OVD, a fraction of the desired object
categories is annotated (the base categories) in all training images and the task
is to also detect a set of novel (or unknown) categories at test time. These object
categories can be present in the training images, but are not annotated with
ground truth bounding boxes. A common and successful approach for leveraging
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Fig. 1. (a) Overview of leveraging the semantic knowledge contained in vision and
language models for mining unlabeled data to improve object detection systems for
open-vocabulary and semi-supervised tasks. (b) Illustration of the weak localization
ability when applying CLIP [37] on raw object proposals (top), compared with our
improvements (bottom). The left images show the pseudo label with the highest score.
The right images show all pseudo labels with scores greater than 0.8. The proposed
scoring gives much cleaner pseudo labels.

unlabeled data is by generating pseudo labels. However, all prior works on SSOD
only leveraged the small set of labeled data for generating pseudo labels, while
most prior work on OVD does not leverage pseudo labels at all.

In this work, we propose a simple but effective way to mine unlabeled images
using recently proposed vision and language (V&L) models to generate pseudo
labels for both known and unknown categories, which suits both tasks, SSOD
and OVD. V&L models [23,29,37] can be trained from (noisy) image caption
pairs, which can be obtained at a large scale without human annotation efforts by
crawling websites for images and their alt-texts. Despite the noisy annotations,
these models demonstrate excellent performance on various semantic tasks like
zero-shot classification or image-text retrieval. The large amount of diverse images,
combined with the free-form text, provides a powerful source of information to
train robust and generic models. These properties make vision and language
models an ideal candidate to improve existing object detection pipelines that
leverage unlabeled data, like OVD or SSOD, see Fig. 1(a).

Specifically, our approach leverages the recently proposed vision and language
model CLIP [37] to generate pseudo labels for object detection. We first predict
region proposals with a two-stage class-agnostic proposal generator which was
trained with limited ground truth (using only known base categories in OVD
and only labeled images in SSOD), but generalizes to unseen categories. For each
region proposal, we then obtain a probability distribution over the desired object
categories (depending on the task) with the pre-trained V&L model CLIP [37].
However, as shown in Fig. 1(b), a major challenge of V&L models is the rather
low object localization quality, also observed in [57]. To improve localization, we
propose two strategies where the two-stage proposal generator helps the V&L
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model: (1) Fusing CLIP scores and objectness scores of the two-stage proposal
generator, and (2) removing redundant proposals by repeated application of the
localization head (2nd stage) in the proposal generator. Finally, the generated
pseudo labels are combined with the original ground truth to train the final
detector. We name our method as V&L-guided Pseudo-Label Mining (VL-PLM).

Extensive experiments demonstrate that VL-PLM successfully exploits the
unlabeled data for open-vocabulary detection and outperforms the state-of-the-art
ViLD [16] on novel categories by +6.8 AP on the COCO dataset [32]. Moreover,
VL-PLM improves the performance on known categories in SSOD and beats the
popular baseline STAC [44] by a clear margin, by only replacing its pseudo labels
with ours. Besides, we also conduct various ablation studies on the properties
of the generated pseudo labels and analyze the design choices of our proposed
method. We also believe that VL-PLM can be further improved with better V&L
models like ALIGN [23] or ALBEF [29].

The contributions of our work are as follows: (1) We leverage V&L models for
improving object detection frameworks by generating pseudo labels on unlabeled
data. (2) A simple but effective strategy to improve the localization quality of
pseudo labels scored with the V&L model CLIP [37]. (3) State-of-the-art results
for novel categories on the COCO open-vocabulary detection setting. (4) We
showcase the benefits of VL-PLM in a semi-supervised object detection setting.

2 Related Work

The goal of our work is to improve object detection systems by leveraging unla-
beled data via vision and language models that carry rich semantic information.
Vision & language (VL) models: Combining natural language and images
has enabled many valuable applications in recent years, like image caption-
ing [2,7,12,25], visual question answering [1,13,20,30,36,55], referring expression
comprehension [8,24,26,34,35,52,53], image-text retrieval [29,37,47] or language-
driven embodied AI [3,9]. While early works proposed task-specific models,
generic representation learning from vision and language inputs has gained more
attention [8,19,33,34,45]. Most recent works like CLIP [37] or ALIGN [23] also
propose generic vision and language representation learning approaches, but have
significantly increased the scale of training data, which led to impressive results
in tasks like zero-shot image classification or image-text retrieval. The training
data consist of image and text pairs, typically crawled from the web at a very
large scale (400M for [37] and 1.2B for [23]), but without human annotation
effort. In our work, we leverage such pre-trained models to mine unlabeled data
and to generate pseudo labels in the form of bounding boxes, suitable for object
detection. One challenge with using such V&L models [23,37] is their limited
capability in localizing objects (recall Fig. 1(b)), likely due to the lack of region-
word alignment in the image-text pairs of their training data. In Sec. 3.2, we
show how to improve localization quality with our proposal generator.
Vision & language models for dense prediction tasks: The success of
CLIP [37] (and others [23,29]) has motivated the extension of zero-shot classifica-
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tion capabilities to dense image prediction tasks like object detection [16,21,42,54]
or semantic segmentation [28,39,50,59]. These works try to map features of indi-
vidual objects (detection) or pixels (segmentation) into the joint vision-language
embedding space provided by models like CLIP. For example, ViLD [16] trains
an object detector in the open-vocabulary regime by predicting the text em-
bedding (from the CLIP text-encoder) of the category name for each image
region. LSeg [28] follows a similar approach, but is applied to zero-shot semantic
segmentation. Both works leverage task-specific insights and do not generate
explicit pseudo labels. In contrast, our proposed VL-PLM is more generic by
generating pseudo labels, thus enabling also other tasks like semi-supervised
object detection [44]. Similar to our work, both Gao et al. [14] and Zhong et
al. [57] generate explicit pseudo labels in the form of bounding boxes. In [14], the
attention maps of a pretrained V&L model [29] between words of a given caption
and image regions are used together with object proposals to generate pseudo
labels. In contrast, our approach does not require image captions as input and we
use only unlabeled images, while still outperforming [14] in an open-vocabulary
setting on COCO. RegionCLIP [57] assigns semantics to region proposals via a
pre-trained V&L model, effectively creating pseudo labels in the form of bounding
boxes. While our approach uses such pseudo labels directly for training object
detectors, [57] uses them for fine-tuning the original V&L model, which then
builds the basis for downstream tasks like open-vocabulary detection. We believe
this contribution is orthogonal to ours as it effectively builds a better starting
point of the V&L model, and can be incorporated into our framework as well.
Interestingly, even without the refined V&L model, we show improved accuracy
with pseudo labels specifically for novel categories as shown in Sec. 4.1.

The main focus of all the aforementioned works is to enable the dynamic
expansion of the label space and to recognize novel categories. While our work
also demonstrates state-of-the-art results in this open-vocabulary setting, where
we mine unlabeled data for novel categories, we want to stress that our pseudo
labels are applicable more generally. In particular, we also use a V&L model
to mine unlabeled images for known categories in a semi-supervised object
detection setting. Furthermore, by building on the general concept of pseudo
labels, our approach may be extended to other dense prediction tasks like semantic
segmentation in future works as well.

Object detection from incomplete annotations: Pseudo labels are proven
useful in many recent object detection methods trained with various forms of
weak annotations: semi-supervised detection [44,60], unsupervised object discov-
ery [43], open-vocabulary detection [14,57], weakly-supervised detection [10,58],
unsupervised domain adaptation [22,51] or multi-dataset detection [56]. In all
cases, an initial model trained from base information is applied on the training
data to obtain the missing information. Our main proposal is to leverage V&L
models to improve these pseudo labels and have one unified way of improving
the accuracy in multiple settings, see Sec. 3.3. In this work, we focus on two
important forms of weak supervision: zero-shot/open-vocabulary detection (OVD)
and semi-supervised object detection (SSOD). In zero-shot detection [4] a model
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is trained from a set of base categories. Without ever seeing any instance of a
novel category during training, the model is asked to predict novel categories,
typically via association in a different embedding space, like attribute or text
embeddings. Recent works [16,38,54] relax the setting to include novel categories
in the training data, but without bounding box annotations, which also enables
V&L models to be used (via additional images that come with caption data).
ViLD [16], as described above, uses CLIP [37] with model distillation losses
to make predictions in the joint vision-text embedding space. In contrast, we
demonstrate that explicitly creating pseudo labels for novel categories via mining
the training data can significantly improve the accuracy, see Sec. 4.1. The second
task we focus on is semi-supervised object detection (SSOD), where a small set
of images with bounding box annotations and a large set of unlabeled images are
given. In contrast to OVD, the label space does not change from train to test time.
A popular and recent baseline that builds on pseudo labels is STAC [44]. This
approach employs a consistency loss between predictions on a strongly augmented
image and pseudo labels computed on the original image. We demonstrate the
benefit of leveraging V&L models to improve the pseudo label quality in such
a framework. Other works on SSOD, like [49,60] propose several orthogonal
improvements which can be incorporated into our framework as well. In this
work, however, we focus purely on the impact of the pseudo labels. Finally, note
that our concepts may also be applicable to other tasks beyond open-vocabulary
and semi-supervised object detection, but we leave this for future work.

3 Method

The goal of our work is to mine unlabeled images with vision & language (V&L)
models to generate semantically rich pseudo labels (PLs) in the form of bounding
boxes so that object detectors can better leverage unlabeled data. We start
with a generic training strategy for object detectors with the unlabeled data
in Sec. 3.1. Then, Sec. 3.2 describes the proposed VL-PLM for pseudo label
generation. Finally, Sec. 3.3 presents specific object detection tasks with our PLs.

3.1 Training object detectors with unlabeled data

Unlabeled data comes in many different forms for object detectors. In semi-
supervised object detection, we have a set of fully-labeled images IL with annota-
tions for the full label space S, as well as unlabeled images IU , with IL∩IU = ∅.
In open-vocabulary detection, we have partly-labeled images with annotations
for the set of base categories SB , but without annotations for the unknown/novel
categories SN . Note that partly-labeled images are therefore contained in both
IL and IU , i.e., IL = IU .

A popular and successful approach to learn from unlabeled data is via pseudo
labels. Recent semi-supervised object detection methods follow this approach by
first training a teacher model on the limited ground truth data, then generating
pseudo labels for the unlabeled data, and finally training a student model. In the
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following, we describe a general training strategy for object detection to handle
different forms of unlabeled data.

We define a generic loss function for an object detector with parameters θ
over both labeled and unlabeled images as

L(θ, I) = 1

NI

NI∑
i=1

[Ii ∈ IL] ls(θ, Ii) + α[Ii ∈ IU ] lu(θ, Ii) , (1)

where α is a hyperparameter to balance supervised ls and unsupervised lu losses
and [·] is the indicator function returning either 0 or 1 depending on the condition.
Note again that Ii can be contained in both IL and IU .

Object detection ultimately is a set prediction problem and to define a loss
function, the set of predictions (class probabilities and bounding box estimates)
need to be matched with the set of ground truth boxes. Different options exist
to find a matching [6,18] but it is mainly defined by the similarity (IoU) between
predicted and ground truth boxes. We define the matching for prediction i as σ(i),
which returns a ground truth index j if successfully matched or nil otherwise.
The supervised loss ls contains a standard cross-entropy loss for the classification
lcls and an ℓ1 loss for the box regression lreg. Given I ∈ I, we define ls as,

ls(θ, I) =
1

N∗

∑
i

lcls

(
Cθ

i (I), c
∗
σ(i)

)
+ [σ(i) ̸= nil] lreg

(
T θ
i (I), t

∗
σ(i)

)
, (2)

where N∗ is the number of predicted bounding boxes. Cθ
i (·) and T θ

i (·) are the
predicted class distributions and bounding boxes of the object detector. The
corresponding (matched) ground truth is defined as c∗σ(i) and t∗σ(i), respectively.

The unsupervised loss lu is similarly defined, but uses pseudo labels with high
confidence as supervision signals:

lu(θ, I) =
1

Nu

∑
i

[max(pu
σ(i)) ≥ τ ] ·

(
lcls

(
Cθ

i (I), ĉ
u
σ(i)

)
+

[σ(i) ̸= nil] lreg

(
T θ
i (I), t

u
σ(i)

))
.

(3)

Here, pu
σ(i) defines the probability distribution over the label space of the pseudo

label matched with prediction i and Nu is the number of adopted pseudo labels,
i.e., Nu =

∑
i[max(pu

σ(i)) ≥ τ ]. Pseudo labels for the classification and the box

regression losses are ĉuσ(i) = argmax(pu
σ(i)) and tuσ(i), respectively.

The key to successful training of object detectors from unlabeled data are
accurate pseudo labels. In the next section, we will present our approach, VL-
PLM, to leverage V&L models as external models to exploit unlabeled data for
generating pseudo labels.

3.2 VL-PLM: Pseudo labels from vision & language models

V&L models are trained on large scale datasets with image-text pairs that cover
a diverse set of image domains and rich semantics in natural text. Moreover, the



Exploiting Unlabeled Data with V&L Models 7

AC
A

R
PN CA 

RoI Head

Mx

CLIP 
Image Encoder

person

train

dog

bus

Target Category
Texts

Seen 
Categories

Unseen 
Categories

A photo of a/an 
{text} in the scene

CLIP
Text Encoder

R1

R2

… Bn N1 N2 … NkB1

R1B1 … R1Bn R2N1 R1N2 … R1Nk

R2B1 … R2B1 R2N1 R2N2 … R2Nk

❌ Thresholding  

❌ NMS

Cropped regions

Pseudo Labels

Two-stage Class-Agnostic (CA) 
Proposal generator

+

crop
RPN scores

+

max

max
Thresholding

& NMS

External 
pseudo labels

“person” “person”

“dog”

“train”

“bus”“horse”

“backpack”

…

Fig. 2. Overview of the proposed VL-PLM to mine unlabeled images with vision &
language models to generate pseudo labels for object detection. The top part illustrates
our class-agnostic proposal generator, which improves the pseudo label localization by
using the class-agnostic proposal score and the repeated application of the RoI head.
The bottom part illustrates the scoring of cropped regions with the V&L model based
on the target category names. The chosen category names can be adjusted for the
desired downstream task. After thresholding and NMS, we get the final pseudo labels.
For some tasks like SSOD, we will merge external pseudo labels for a teacher model
with ours before thresholding and NMS.

image-text pairs can be obtained without costly human annotation by using web-
crawled data (images and corresponding alt-texts) [37,23]. Thus, V&L models
are ideal sources of external knowledge to generate pseudo labels for arbitrary
categories, which can be used for downstream tasks like open-vocabulary or
semi-supervised object detection.

Overview: Fig. 2 illustrates the overall pipeline of our pseudo label generation
with the recent V&L model CLIP [37]. We first feed an unlabeled image into
our two-stage class-agnostic detector (described in the next section below) to
obtain region proposals. We then crop image patches based on those regions
and feed them into the CLIP image-encoder to obtain an embedding in the
CLIP vision-and-language space. Using the corresponding CLIP text-encoder
and template text prompts, we generate embeddings for category names that
are desired for the specific task. For each region, we compute the similarities
between the region embedding and the text embeddings via a dot product and
use softmax to obtain a distribution over the categories. We then generate the
final pseudo labels using scores from both class-agnostic detector and V&L model,
which we describe in detail below.

There are two key challenges in our framework: (1) Generating robust propos-
als for novel categories, required by open-vocabulary detection, and (2) overcoming



8 S. Zhao et al.

RoI head x0 RoI head x1 RoI head x6

RoI head x10 RoI head x20 RoI head x50

(a) (b)

Fig. 3. (a) RPN scores indicate localization quality. Top: Top 50 boxes from RPN
in an image which correctly locates nearly all objects. Bottom: A positive correlation
between RPN and IoU scores for RPN boxes of 50 randomly sampled COCO images.
The correlation coefficient is 0.51. (b) Box refinement by repeating RoI head. “×N”
indicates how many times we repeat the RoI head.

the poor localization quality of the raw CLIP model, see Fig. 1(b). We introduce
simple but effective solutions to address the two challenges in the following.

Generating robust and class-agnostic region proposals: To benefit tasks
like open vocabulary detection with the unlabeled data, the proposal generator
should be able to locate not only objects of categories seen during training but
also of objects of novel categories. While unsupervised candidates like selective
search [46] exist, these are often time-consuming and generate many noisy boxes.
As suggested in prior studies [16,54], the region proposal network (RPN) of a
two-stage detector generalizes well for novel categories. Moreover, we find that
the RoI head is able to improve the localization of region proposals, which is
elaborated in the next section. Thus, we train a standard two-stage detector, e.g.,
Faster-RCNN [40], as our proposal generator using available ground truth, which
are annotations of base categories for open vocabulary detection and annotations
from the small fraction of annotated images in semi-supervised detection. To
further improve the generalization ability, we ignore the category information
of the training set and train a class-agnostic proposal generator. Please refer to
Sec. 4.3 and the supplement for a detailed analysis of the proposal generator.

Generating pseudo labels with a V&L model: Directly applying CLIP [37]
on cropped region proposals yields low localization quality, as was observed in
Fig. 1(b) and also in [57]. Here, we demonstrate how to improve the localization
ability with our two-stage class-agnostic proposal generator in two ways. Firstly,
we find that the RPN score is a good indicator for localization quality of region
proposals. Fig. 3(a) illustrates a positive correlation between RPN and IoU scores.
We leverage this observation and average the RPN score with those of the CLIP
predictions. Secondly, we remove thresholding and NMS of the proposal generator
and feed proposal boxes into the RoI head multiple times, similar to [5]. We
observe that it pushes redundant boxes closer to each other by repeating the RoI



Exploiting Unlabeled Data with V&L Models 9

head, which can be seen in Fig. 3(b). In this way, we encounter better located
bounding boxes and provide better pseudo labels. Please refer to Sec. 4.3 for a
corresponding empirical analysis.

To further improve the quality of our pseudo labels, we adopt the multi-
scale region embedding from CLIP as described in [16]. Moreover, as suggested
in [44], we employ a high threshold to pick pseudo labels with high confidence.
The confidence score of the pseudo label for the region Ri is formulated as
cui = [sui ≥ τ ] · sui , with

sui =
SRPN (Ri) + max(pu

i )

2
, (4)

where SRPN (·) denotes the RPN score. The prediction probability distribution
pu
i is defined as

pu
i = softmax{ϕ(Eim(Ri) + Eim(R

1.5×
i )) · Etxt(Categories)

T }. (5)

Here, R1.5×
i is a region cropped by 1.5× the size of Ri. Eim and Etxt are the

image and text encoders of CLIP, respectively, and ϕ(x) = x/||x||. If cui = 0, we
exclude Ri from our pseudo labels.

3.3 Using our pseudo labels for downstream tasks

Finally, we briefly describe how we use the pseudo labels that are generated from
unlabeled data for two specific downstream tasks that we focus on in this work.
Open-vocabulary detection: In this task, the detector has access to images
with annotations for base categories and needs to generalize to novel categories.
We leverage the data of the base categories to train a class-agnostic Mask R-CNN
as our proposal generator and take the names of novel categories as the input
texts of the CLIP text-encoder in aforementioned pseudo label generation process.
Then, we train a standard Mask R-CNN with RestNet50-FPN [31] with both
base ground truth and novel pseudo labels as described in Sec. 3.1.
Semi-supervised object detection: In this task, relevant methods usually
train a teacher model using ground truth from the limited set of labeled images,
and then generate pseudo labels with the teacher on the unlabeled images. We
also generate those pseudo labels and merge them with pseudo labels from our
VL-PLM. Please refer to the supplementary document for details. Thus, the
student model is trained on available ground truth and pseudo labels from both
our V&L-based approach and the teacher model.

4 Experiments

We experimentally evaluate the proposed VL-PLM first on open-vocabulary
detection in Sec. 4.1 and then on semi-supervised object detection in Sec. 4.2. In
Sec. 4.3 we ablate various design choices of VL-PLM.
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Table 1. Evaluations for open vocabulary detection on the COCO 2017 [32]. Region-
CLIP* indicates a model without refinement using image-caption pairs.

Method Training Source Novel AP Base AP Overall AP

Bansal et al. [4] 0.31 29.2 24.9
Zhu et al. [61] 3.41 13.8 13.0
Rahman et al. [38]

instance-level labels in SB

4.12 35.9 27.9

image-caption pairs in SB ∪ SNOVR-CNN [54]
instance-level labels in SB

22.8 46.0 39.9

Gao et al. [14]
RegionCLIP [57]

raw image-text pairs via Internet
image-caption pairs in SB ∪ SN

instance-level labels in SB

30.8
31.4

46.1
57.1

42.1
50.4

RegionCLIP* [57] 14.2 52.8 42.7
ViLD [16] 27.6 59.5 51.3
VL-PLM (Ours)

raw image-text pairs via Internet
instance-level labels in SB 34.4 60.2 53.5

4.1 Open-vocabulary object detection

In this task, we have a training set with annotations for known base categories
SB . Our goal is to train a detector for novel categories SN . Usually, the labeled
images IL and the unlabeled images IU are the same, i.e., IL = IU .
Experimental setup: Following prior studies [4,14,16,54], we base our evaluation
on COCO 2017 [32] in the zero-shot setting (COCO-ZS) where there are 48 known
base categories and 17 unknown novel categories. Images from the training set
are regarded as labeled for base classes and also as unlabeled for novel classes.
We take the widely adopted mean Average Precision at an IoU of 0.5 (AP50) as
the metric and mainly compare our method with ViLD [16], the state-of-the-art
method for open vocabulary detection. Thus, we follow ViLD and report AP50

over novel categories, base categories and all categories as Novel AP, Base AP,
and Overall AP, respectively. Our supplemental material contains results for the
LVIS [17] dataset.
Implementation details: We set a NMS threshold of 0.3 for the RPN of the
proposal generator. The confidence threshold for pseudo labels (PLs) is τ = 0.8.
Finally, we obtain an average of 4.09 PLs per image, which achieve a Novel AP
of 20.9. We use the above hyperparameters for pseudo label generation in all
experiments, unless otherwise specified. The proposal generator and the final
detector were implemented in Detectron2 [48] and trained on a server with
NVIDIA A100 GPUs. The proposal generator was trained for 90,000 iterations
with a batch size of 16. Similar to ViLD, the final detector is trained from
scratch for 180,000 iterations with input size of 1024 × 1024, large-scale jitter
augmentation [15], synchronized batch normalization of batch size 128, weight
decay of 4e-5, and an initial learning rate of 0.32.
Comparison to SOTA: As shown in Table 1, the detector trained with VL-
PLM significantly outperforms the prior state-of-the-art ViLD by nearly +7%
in Novel AP. Compared with [54] and [14], our method achieves much better
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Table 2. Open-vocabulary models trained with base categories from COCO are
evaluated on unseen datasets. The evaluation protocol follows [14] and reports AP50

PLs Iterations×Batch size VOC 2007 Object365 LVIS

Gao et al. [14] 150K×64 59.2 6.9 8.0
VL-PLM 180K×16 67.4 10.9 22.2

performance not only on novel but also on base categories. This indicates training
with our PLs has less impact on the predictions of base categories, where previous
approaches suffered a huge performance drop. Overall, we can see that using
V&L models to explicitly generate PLs for novel categories to train the model can
give a clear performance boost. Although this introduces an overhead compared
to ViLD (and others), which can include novel categories dynamically into the
label space, many practical applications easily tolerate this overhead in favor of
significantly improved accuracy. Such a setup is also similar to prior works that
generate synthetic features of novel categories [61]. Moreover, our method has
large potential for further improvement with better V&L model. [16] demonstrates
a 60% performance boost of ViLD when using ALIGN [23] as the V&L model.
We expect similar improvements on VL-PLM if ALIGN is available.
Generalizing to unseen datasets: Following Gao et al.’s evaluation protocol
[14], we evaluate COCO-trained models on three unseen datasets: VOC 2007 [11],
Object365 [41] and LVIS [17]. To do so, we generate PLs for the novel label spaces
of these datasets on the COCO dataset and train a standard Faster R-CNN
model. The results of our approach on the three unseen datasets is compared to
[14] in Table 2. VL-PLM significantly outperforms [14] with similar iterations
and smaller batch sizes. Note that [14] requires additional image captions to
generate PLs, while VL-PLM can generate PLs for any given category.

4.2 Semi-supervised object detection

In this task, we have annotations for all categories on a small portion of a large
image set. This portion is regarded as the labeled set IL and the remaining
images are regarded as the unlabeled set IU i.e. IL ∩ IU = ∅.
Experimental setup: Following previous studies [44,49,60], we conduct experi-
ments on COCO [32] with 1, 2, 5, and 10% of the training images selected as the
labeled data and the rest as the unlabeled data, respectively. In the supplement,
we provide more results for varying numbers of unlabeled data. To demonstrate
how VL-PLM improves PLs for SSOD, we mainly compare our method with the
following baselines. (1) Supervised : A vanilla teacher model trained on the labeled
set IL. (2) Supervised+PLs: We apply the vanilla teacher model on the unlabeled
set IU to generate PLs and train a student model with both ground truth and
PLs. To compare with Supervised+PLs, VL-PLM generates PLs for all categories
on IU . Then, those PLs are merged into the PLs from the vanilla teacher as the
final PLs to train a student model named as Supervised+VL-PLM. (3) STAC [44]:
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Table 3. Evaluation of pseudo labels for semi-supervised object detection on COCO [32].

Methods 1% COCO 2% COCO 5% COCO 10% COCO

Supervised 9.25 12.70 17.71 22.10
Supervised+PLs 11.18 14.88 21.20 25.98
Supervised+VL-PLM 15.35 18.60 23.70 27.23

STAC [44] 13.97 18.25 24.38 28.64
STAC+VL-PLM 17.71 21.20 26.21 29.61

A popular SSOD baseline. To compare with STAC, we only replace its PLs with
ours that are used to train Supervised+VL-PLM. The new STAC student model
is denoted as STAC+VL-PLM. Here we report the standard metric for COCO,
mAP, which is an average over IoU thresholds from 0.5 to 0.95 with a step size
of 0.05.
Implementation details: We follow the same PL generation pipeline and
hyperparameters as the OVD experiment, except that we take a class-agnostic
Faster R-CNN [40] as our proposal generator and train it on the different COCO
splits. Supervised and Supervised+PLs are implemented in Detectron2 [48] and
trained for 90,000 iterations with a batch size of 16. For models related to
STAC [44], we use the official code of STAC with default settings.
Results: As shown in Table 3, models with VL-PLM outperform Supervised
+ PLs and STAC by a clear margin, respectively. Since the only change to the
baselines is the addition of VL-PLM’s PLs, we can conclude that V&L adds clear
value to the PLs and can benefit SSOD. Another interesting finding is that models
with VL-PLM provide bigger gains for smaller labeled data, which is the most
important regime for SSOD as it brings down annotation costs. In that regime,
PLs from V&L models are likely stronger than PLs from the small amount of
annotated data. We also want to mention two recent SSOD methods [49,60]
that achieve higher absolute performance, however, only with additional and
orthogonal contributions. VL-PLM may also improve these methods, but here
we focus on a fair comparison to other PL-based methods. Moreover, we believe
that with better V&L models, VL-PLM can further improve SSOD.

4.3 Analysis of pseudo label generation

We base our ablation studies on the COCO-ZS setting for OVD unless otherwise
specified. All models are trained for 90,000 iterations with a batch size of 16.
Understanding the quality of PLs: Average precision (AP) is a dominant
metric to evaluate object detection methods. However, AP alone does not fully
indicate the quality of PLs, and the number of PLs also needs to be considered.
To support this claim, we generate 5 sets of PLs as follows. (1) PL v1 : We take
the raw region proposals from RPN without RoI refinement in our pseudo label
generation and set τ = 0.05. (2) PL v2 : The same as PL v1 but with τ = 0.95.
(3) PL v3 : VL-PLM with τ = 0.05. (4) PL v4 : VL-PLM with τ = 0.95. (5)
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Fig. 4. The quality of PLs with different combinations of RPN and RoI head. We
change the threshold τ to ensure each combination with a similar #@PL. “×N” means
we apply RoI head N times to refine the proposal boxes.

Table 4. Relationship between the quality of pseudo labels and the performance of the
final open vocabulary detectors.

PL Setting
Pseudo Labels Final Detector
AP@PL #@PL Base AP Novel AP Overall AP

PL v1 No RoI, τ = 0.05 17.4 89.92 33.3 14.6 28.4
PL v2 No RoI, τ = 0.95 14.6 2.88 56.1 26.0 48.2

PL v3 VL-PLM, τ = 0.05 20.6 85.15 29.7 19.3 27.0
PL v4 VL-PLM, τ = 0.95 18.0 2.93 55.4 31.3 49.1
PL v5 VL-PLM, τ = 0.99 11.1 1.62 56.7 27.2 49.0

PL v5 : VL-PLM with τ = 0.99. In Table 4, we report AP50 (AP@PL) and the
average per-image number (#@PL) of pseudo labels on novel categories. We also
report the performance of detection models trained with the corresponding PLs
as Novel AP, Base AP and Overall AP. Comparing PL v1 with PL v4 and PL
v2 with PL v4, we can see that a good balance between AP@PL and #@PL is
desired. Many PLs may achieve high AP@PL, but drop the performance of the
final detector. A high threshold reduces the number of PLs but degrades AP@PL
as well as the final performance. We found τ = 0.8 to provide a good trade-off.
The table also demonstrates the benefit of VL-PLM over no RoI refinement. The
supplement contains more analysis and visualizations of our pseudo labels.

Two-stage proposal generator matters: As mentioned in Sec. 3.2, we
improve the localization ability of CLIP with the two-stage proposal generator
in two ways: 1) we merge CLIP scores with RPN scores, and 2) we repeatedly
refine the region proposals from RPN with the RoI Head. To showcase how RPN
and the RoI head help PLs, we evaluate the quality of PLs from different settings
in Fig. 4. As shown, RPN score fusion always improves the quality of PLs. As
we increase the number of refinement steps with RoI head, the quality increases
and converges after about 10 steps. Besides proposals from our RPN with RoI
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Table 5. The quality of pseudo labels generated from different region proposals. The
threshold τ is tuned to ensure a similar #@PL for each method.

Selective Search [46] RoI Head RPN RPN+RoI (Ours)

τ 0.99 0.55 0.88 0.82
AP@PL 5.7 8.8 19.7 25.3
#@PL 34.92 5.01 4.70 4.26

refinement (RPN+RoI), we investigate region proposals from different sources, i.e.
1) Selective search [46], 2) RPN only, and 3) RoI head with default thresholding
and NMS. Table 5 shows that selective search with a high τ still leads to a
large #@PL with a low AP@PL for at least two reasons. First, unlike RPN,
selective search does not provide objectiveness scores to improve the localization
of CLIP. Second, it returns ten times more proposals than RPN, which contain
too many noisy boxes. Finally, the RoI head alone also leads to a poor quality of
PLs because it classifies many novel objects as background, due to its training
protocol. In the supplement, we show that the proposal generator, which is
trained on base categories, generalizes to novel categories.

Time efficiency: VL-PLM sequentially generates PLs for each region proposal,
which is time-consuming. For example, VL-PLM with ResNet50 takes 0.54s per
image on average. We provide two solutions to reduce the time cost. 1) Simple
multithreading on 8 GPUs can generate PLs for the whole COCO training set
within 6 hours. 2) We provide a faster version (Fast VL-PLM) by sharing the
ResNet50 feature extraction for all region proposals of the same image. This
reduces the runtime by 5× with a slight performance drop. Adding multi-scale
features (Multiscale Fast VL-PLM) avoids the performance drop but still reduces
runtime by 3×. Please refer to the supplement for more details.

5 Conclusion

This paper demonstrates how to leverage pre-trained V&L models to mine
unlabeled data for different object detection tasks, e.g., OVD and SSOD. We
propose a V&L model guided pseudo label mining framework (VL-PLM) that is
simple but effective, and is able to generate pseudo labels (PLs) for a task-specific
labelspace. Our experiments showcase that training a standard detector with our
PLs sets a new state-of-the-art for OVD on COCO. Moreover, our PLs can benefit
SSOD models, especially when the amount of ground truth labels is limited. We
believe that VL-PLM can be further improved with better V&L models.
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