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Abstract. Conventional methods for weakly supervised object detec-
tion (WSOD) typically enumerate dense proposals and select the dis-
criminative proposals as objects. However, these two-stage “enumerate-
and-select” methods suffer object feature ambiguity brought by dense
proposals and low detection efficiency caused by the proposal enumer-
ation procedure. In this study, we propose a sparse proposal evolution
(SPE) approach, which advances WSOD from the two-stage pipeline with
dense proposals to an end-to-end framework with sparse proposals. SPE
is built upon a visual transformer equipped with a seed proposal gen-
eration (SPG) branch and a sparse proposal refinement (SPR) branch.
SPG generates high-quality seed proposals by taking advantage of the
cascaded self-attention mechanism of the visual transformer, and SPR
trains the detector to predict sparse proposals which are supervised by
the seed proposals in a one-to-one matching fashion. SPG and SPR are
iteratively performed so that seed proposals update to accurate super-
vision signals and sparse proposals evolve to precise object regions. Ex-
periments on VOC and COCO object detection datasets show that SPE
outperforms the state-of-the-art end-to-end methods by 7.0% mAP and
8.1% AP50. It is an order of magnitude faster than the two-stage meth-
ods, setting the first solid baseline for end-to-end WSOD with sparse
proposals. The code is available at github.com/MingXiangL/SPE.

Keywords: Weakly Supervised Object Detection, Sparse Proposals, Pro-
posal Evolution, End-to-end Training

1 Introduction

Visual object detection has achieved unprecedented progress in the past decade.
However, such progress heavily relies on the large amount of data annotations
(e.g., object bounding boxes) which require extensive human effort and time cost.
Weakly supervised object detection (WSOD), which only requires image-level
annotations indicating the presence or absence of a class of objects, significantly
reduces the annotation cost [4,31,53,14,32,33].
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Fig. 1: Comparison of (a) detection efficiency and (b) activation maps between
the conventional methods and the proposed SPE for weakly supervised object
detection (WSOD) on VOC 2007. In (a), larger cycles denote higher proposal
generation speeds. All speeds in (a) are evaluated on a NVIDIA RTX GPU.

For the lack of instance-level annotation, WSOD methods require to localize
the objects while estimate object detectors at the same time during training.
To fulfill this purpose, the early WSDDN method [6] used an “enumerate-and-
select” pipeline. It firstly enumerates dense proposals using empirical clues [37,27]
to ensure a high recall rate and then selects the most discriminative proposal
as the pseudo object for detector training. Recent studies improved either the
proposal enumeration [45,42,38] or the proposal selection module [44,19,52,23].

However, this “enumerate-and-select” pipeline meets the performance upper
bound for the following two problems: (1) The redundant and near-duplicate
proposals aggregate the difficulty to localize objects and decrease the detection
efficiency, Fig. 1(a). (2) During training, the labels of the dense proposals are as-
signed by a single pseudo object through a many-to-one matching strategy, i.e.,
multiple proposals with large IoUs between the pseudo object are selected for de-
tector training, which introduces ambiguity to feature representation, Fig. 1(b).

In this paper, we propose the sparse proposal evolution (SPE) approach,
which advances WSOD from the enumerate-and-select pipeline with dense pro-
posals (Fig. 2(a)) to an end-to-end framework with sparse proposals (Fig. 2(b)).
SPE adopts a “seed-and-refine” approach, which first produces sparse seed pro-
posals and then refines them to achieve accurate object localization.

SPE consists of a seed proposal generation (SPG) branch and a sparse
proposal refinement (SPR) branch. During training, SPG leverages the visual
transformer [47] to generate semantic-aware attention maps. By taking advan-
tage of the cascaded self-attention mechanism born with the visual transformer,
the semantic-aware attention map can extract long-range feature dependencies
and activate full object extentFig. 1(b). With these semantic-aware attention
maps, SPG can generate high-quality seed proposals. Using the seed proposals
as pseudo supervisions, SPR trains a detector by introducing a set of sparse
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Fig. 2: Comparison of (a) the conventional “enumerate-and-select” pipeline with
(b) our “seed-and-refine” framework for weakly supervised object detection.

proposals that are learned to match with the seed proposals in a one-to-one
matching fashion. During the proposal matching procedure, each seed proposal
is augmented to multiple orientations, which provide the opportunity to refine
object locations when the proposals and the detector evolve.

The contributions of this study include:

– We propose the sparse proposal evolution (SPE) approach, opening the
promising direction for end-to-end WSOD with sparse proposals.

– We update many-to-one proposal selection to one-to-one proposal-proposal
matching, making it possible to apply the “seed-and-refine” mechanism in
the challenging WSOD problem.

– SPE significantly improves the efficiency and precision of the end-to-end
WSOD methods, demonstrating the potential to be a new baseline frame-
work.

2 Related Work

2.1 Weakly Supervised Object Detection

Enumerate-and-Select Method (Two-stage). This line of methods enumer-
ates object locations using a stand-alone region proposal algorithm. A multiple
instance learning (MIL) procedure iteratively performs proposal selection and
detector estimation. Nevertheless, as the object proposals are dense and redun-
dant, MIL is often puzzled by the partial activation problem [5,49,32,13]. WS-
DDN [6] built the first deep MIL network by integrating an MIL loss into a deep
network. Online instance classifier refinement (OICR) [18,15,44,49,54,26] was
proposed to select high-quality instances as pseudo objects to refine the instance
classifier. Proposal cluster learning (PCL) [24,43] further alleviated networks
from concentrating on object parts by proposal clustering [43].

In the two-stage framework, object pixel gradient [39], segmentation collabo-
ration [21,28,15,41], dissimilarity coefficient [3], attention and self-distillation [23]
and extra annotations from other domains [17,7] were introduced to optimize
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proposal selection. Context information [25,51] was also explored to identify
the instances from surrounding regions. In [49,50], a min-entropy model was
proposed to alleviate localization randomness. In [26], object-aware instance la-
beling was explored for accurate object localization by considering the instance
completeness. In [19,52], continuation MIL was proposed to alleviate the non-
convexity of the WSOD loss function.

Despite the substantial progress, most WSOD methods used a stand-alone
proposal generation module, which decreases not only the overall detection effi-
ciency but also the performance upper bound.

Enumerate-and-Select Method (End-to-end). Recent methods [45,38]
attempted to break the two-stage WSOD routine. WeakRPN [45] utilized object
contours in convolutional feature maps to generate proposals to train a region
proposal network (RPN). However, it remains relying on proposal enumeration
during the training stage. In [38], an RPN [34] was trained using the pseudo
objects predicted by the weakly supervised detector in a self-training fashion.
Nevertheless, it requires generating dense object proposals by sliding windows.
Both methods suffer from selecting inaccurate candidates from dense proposals.

2.2 Object Proposal Generation

Empirical Enumeration Method. This line of methods enumerates dense
proposals based on simple features and classifiers [9,37,2]. Constrained Para-
metric MinCuts (CPMC) [9] produced up to 10,000 regions based on figure-
ground segments and trained a regressor to select high-scored proposals. Se-
lective Search [37] and MCG [2] adopted hierarchical segmentation and region
merging on the color and contour features for proposal generation. BING [12]
generated redundant proposals with sliding windows and filtered them with a
classifier. EdgeBoxes [27] estimated objectness by detecting complete contours
in dense bounding proposals.

Learning-based Method. Recent methods had tried to learn an RPN un-
der weak supervision. In [45], an EdgeBoxes-like algorithm is embedded into
DNNs. In [42], extra video datasets were used to learn an RPN [34]. In [38], the
RPN was trained using the pseudo objects selected by the weakly supervised
detector in a self-supervised fashion.

However, these methods required generating very dense object proposals.
The problem of achieving a high recall rate using sparse (hundreds or tens of)
proposals without precise supervision still remains.

3 Methodology

In this section, we first give an overview of the proposed sparse proposal evolution
(SPE) approach. We then introduce the seed proposal generation (SPG) and
sparse proposal refinement (SPR) modules. Finally, we describe the end-to-end
training procedure based on iterative optimization of SPG and SPR.
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Fig. 3: Flowchart of the proposed sparse proposal evolution (SPE) approach. The
diagram consists of a transformer backbone, a seed proposal generation (SPG)
branch and a sparse proposal refinement (SPR) branch. During the training
phase, SPG and SPR are jointly performed under a “seed-and-refine” mechanism
for end-to-end WSOD with sparse object proposals.

3.1 Overview

Fig. 3 presents the flowchart of SPE, which consists of a backbone network, an
SPG branch, and an SPR branch. The backbone network, which is built upon
CaiT [47], contains two sub-branches with l shared transformer blocks (each
block has a self-attention layer and a multi-layer perception layer). The SPG
branch consists of two modules, one for image classification and the other for
seed proposal generation. The initial supervisions come from the image classi-
fication loss (in the SPG branch), which drive to learn the image classifiers for
semantic-aware attention maps and seed proposal generation through a thresh-
olding algorithm [55]. The SPR branch is an encoder-decoder structure [30],
which is trained by the one-to-one matching loss between seed proposals and
sparse proposals. During training, an input image is first divided into w × h
patches to construct N = w × h patch tokens tp. These patch tokens are fed to
the transformer to extract semantic-sensitive patch embeddings tps and location-
sensitive patch embeddings tpl, which are respectively fed to the SPG branch
and SPR branch.

3.2 Seed Proposal Generation

The core of SPE is generating sparse yet high-quality seed proposals. Visual
transformer was observed to be able to extract long-range feature dependencies
by taking advantage of the cascaded self-attention mechanism, which facilitated
activating and localizing full object extent [20]. This inspires us to introduce it
to WSOD to produce high-quality seed proposals for object localization.
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Fig. 4: Flowchart of the class-attention layer in the proposed SPG branch.

Semantic-Aware Attention Maps. As shown in Fig. 3, the SPG branch
contains an image classification module and a seed proposal generation module.
The image classification module contains two class-attention blocks and a fully
connected (FC) layer, following CaiT [47]. Each class-attention block consists
of a class-attention layer and an MLP layer with a shortcut connection. A class
token tc ∈ R1×D is fed to the first class-attention block, where the class-attention
CA(·) is performed on tc and tps as

t∗c = CA(tc, tps, wq, wk, wv)

= Softmax

(
(tcwq)([tc, tps]wk)

⊤/
√
D

)
([tc, tps]wv)

= A([tc, tps]wv),

(1)

where wq, wk, wv denote weights in the class-attention layer, Fig. 4. [tc, tps]
denotes concatenating tc and tps along the first dimension. A ∈ R1×(N+1) is
the attention vector of class token tc. In the multi-head attention layer where J
heads are considered, D in Eq. 1 is updated as D0, where D0 = D/J . A is then
updated as the average of attention vectors weighted by their standard deviation
of the J heads. t∗c is then projected by the MLP layer in the first class-attention
layer and then further fed to the second class-attention block to calculate the
final embeddings t∗c ∈ R1×D for image classification. The FC layer parameterized
by wc ∈ RD×C projects the class token t∗c to a classification score.

Considering that the class token tc is class-agnostic and cannot produce at-
tention maps for each semantic category, we further add C semantic-aware tokens
ts ∈ RC×D. C denotes the number of classes. By feeding both tc and ts to the
class-attention blocks and applying class-attention defined in Eq. 1, we obtain
the final token embeddings t∗c and t∗s. The attention vector A is updated to the
attention matrix A ∈ R(C+1)×(C+N+1). An extra FC layer parameterized with
ws ∈ RD×1 is added to classify the semantic tokens t∗s. Given the image label

y = [y1, y2, ..., yC ]
T ∈ RC×1, where yc = 1 or 0 indicates the presence or absence

of the c-th object category in the image, the loss function for SPG is defined as

Lspg(t
∗
c , t

∗
s) = LBCE(t

∗
cwc, y) + LBCE(t

∗
sws, y), (2)

where LBCE(·) denotes the binary cross-entropy loss [6].
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Fig. 5: Comparison of matching strategies. (a) Many-to-one matching of previous
WSOD methods. (b) One-to-one matching strategy [8] applied to WSOD. (c)
One-to-one matching with proposal augmentation (ours).

Seed Proposals. By optimizing Eq. 2 and executing Eq. 1 in the second
class-attention block, we obtain the attention matrix A ∈ R(C+1)×(C+N+1). The
semantic-aware attention matrix A∗ ∈ RC×N is produced by indexing the first
C rows and the middle N columns from A. Attention map Ac of the c-th class
is then obtained by reshaping the c-th row in A∗ to w × h and then resized to
the same resolution as the original image.

A thresholding function T (Ac, δseed) with a fixed threshold δseed [55] is used
to binarize each semantic-aware attention map to foreground or background
pixels. Based on T (Ac, δseed), the seed proposals are generated as

P = {C(T (Ac, δseed), δmulti), ...}Cc=1 = {B,O} = {(b1, o1), (b2, o2), ...}, (3)

where function C(·) outputs a set of tight bounding boxes to enclose the con-
nected regions in the binary map T (Ac, δseed), under the constraint that the area
of each connected region is larger than δmulti of the largest connected region.
Consequently, we obtain a set of bounding boxes B = [b1, b2, ..., bM ] ∈ RM×4 for
foreground categories in the image, where each category produces at least one
seed proposal. The one-hot class labels for these bounding boxes are denoted as
O = [o1, o2, ..., oM ]

T ∈ RM×C .

3.3 Sparse Proposal Refinement

Although SPG can perform object localization using seed proposals, the per-
formance is far from satisfactory due to the lack of instance-level supervision.
We further propose sparse proposal refinement (SPR), with the aim of learning
object detector while refining seed proposals.
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Sparse Proposals. As shown in Fig. 3, the SPR branch follows recently pro-
posed fully-supervised transformer detectors (DETR [8] and Conditional DETR
[30]), which leverage a transformer encoder, a transformer decoder, and a feed-
forward network (FFN) to predict the object categories and locations. The
location-sensitive patch embedding tpl from the transformer backbone is first
encoded by the transformer encoder to t∗pl. In the transformer decoder, a fixed

set of sparse proposal tokens tp ∈ RK×D are defined to make conditional cross-
attention [30] with the encoded location-aware embedding t∗pl.

The decoded t∗p is then fed to the FFN to predict K sparse proposals, as

P̂ = FFN(t∗p, wFFN ) = {B̂, Ô} = {(b̂1, ô1), (b̂2, ô2), ..., (b̂K , ôK)}, (4)

where wFFN and K respectively denote the parameters of the FFN and the
number of proposal tokens.

One-to-One Proposal Matching. Using the seed proposals defined by
Eq. 3 as pseudo objects, an optimal bipartite match between seed and sparse
proposals is applied. The optimal bipartite match [8] is formulated as Ŝ =
[σ̂1, σ̂2, ..., σ̂K ], where σ̂i ∈ {∅, 1, 2, ...,m, ...,M}. σ̂i = m denotes the i-th sparse
proposal is matched with the m-th seed proposal. σ̂i = ∅ means that the i-th
sparse proposal has no matched object and is categorized to “background”. The
loss function of the SPR branch is defined as

Lspr(P, P̂ ) =

K∑
i=1

[
λFLLFL(oi, ôσ̂i) + 1{σ̂i ̸=∅}λL1LL1(bi, b̂σ̂i)

+1{σ̂i ̸=∅}λGIoULGIoU (bi, b̂σ̂i)
]
,

(5)

where LFL, LL1
and LGIoU are Focal loss [48], L1 loss and generalized IoU

loss [36], respectively. λFL, λL1 and λGIoU are regularization factors.
Seed Proposal Augmentation. The above-defined one-to-one matching

breaks many-to-one label assignment, Fig. 5(a). However, the supervision sig-
nals (seed proposals) generated by attention maps contain localization noises
that cannot be corrected by the one-to-one matching mechanism, Fig. 5(b). To
alleviate this problem, we augment the seed proposals through a “box jittering”
strategy, which produces randomly jittered bounding boxes on four orientations.
The box jittering process of a bounding box bi = (tx, ty, tw, th) is defined as

Γbi = (tx, ty, tw, th)± (εxtx, εyty, εwtw, εhth), (6)

where the coefficients (εx, εy, εw, εh) are randomly sampled from a uniform dis-
tribution U(−δaug,+δaug). δaug is a small value to ensure Γbi is around bi.

By applying “box jittering” upon the boxes B, we extend the seed proposals
P = {O,B} to augmented seed proposals {P, ΓP} = {[O,ΓO], [B,ΓB]}, where
the class label Γoi is the same as oi. With seed proposal augmentation, sparse
proposals can correct noise in seed proposals, Fig. 5(c), which facilities seed
proposal refinement and detection performance improvement.
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Modules δseed δmulti mAP CorLoc

SPG

0.1 1 23.0 48.2
0.2 1 29.7 57.8
0.3 1 18.2 43.6
0.4 1 8.9 25.9

SPE

0.2 1 37.8 56.9
0.2 0.75 41.0 61.0
0.2 0.5 42.6 61.3
0.2 0.25 42.4 61.5

Table 1: Performance with respect to
δseed and δmulti on VOC 2007 test set.

#SPR branches δaug mAP CorLoc
0 (SPG) 0 29.7 57.8

1 0 42.6 61.3
2 0 42.9 61.5
3 0 42.7 61.3
1 0.05 42.7 61.3
1 0.1 45.6 64.0
1 0.15 45.1 64.0
1 0.2 43.4 61.6

Table 2: Performance of SPE under SPR
branch numbers on VOC 2007 test set.

3.4 End-to-End Training

As the proposal generation and proposal refinement branches are unified upon
the transformer backbone, we are able to train the seed proposal generator, the
object detector, and the backbone network in an end-to-end fashion. As shown in
Fig. 3, the SPG branch and the SPR branch share the transformer backbone [47].
Considering that the optimization objectives of the two network branches are
not exactly the same, we separate the backbone transformer from the (l+ 1)-th
block so that they share only part of the backbone network. The two network
branches are jointly optimized by the total loss defined as

Lspe = Lspg + 1{e≥τ}Lspr, (7)

where e denotes the training epoch and τ is a threshold number of epochs.
During end-to-end training, the SPG branch is first optimized for τ epochs as a
“warm-up” step, which guarantees that the seed proposals are semantic-aware
and can coarsely cover object extent. Subsequently, the transformer backbone,
the SPG ,and SPR branches are jointly trained under the supervision of the
image classification loss and the proposal matching loss.

4 Experiment

In this section, we first introduce the experimental settings. We then conduct ab-
lation study and quantitative and qualitative model analysis. We finally compare
the proposed SPE approach with the state-of-the-art (SOTA) methods.

4.1 Experimental Setting

SPE is implemented based on the CaiT-XXS36 model [47] pre-trained on the
ILSVRC 2012 dataset [1]. We evaluate SPE on the PASCAL VOC 2007, 2012
and MS COCO 2014, 2017 datasets. On VOC, we use mAP [29] and correct
localization (CorLoc) [46] as the evaluation metric. The model is trained on the
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union set of VOC 2007 trainval and VOC 2012 trainval (“0712”, containing
16551 images of 20 object classes), and evaluated on test set of VOC 2007 (con-
taining 4952 images). On MS COCO datasets, we use average precision (AP)
as the evaluation metric. The COCO datasets contain 80 object categories and
have more challenging aspects including multi-objects and complex backgrounds.
On COCO 2014 and 2017, we respectively use the 83k and 118k train sets for
training, the 40k and 5k val sets for testing. Each input image is re-scaled to
the fixed size and randomly horizontally flipped.

During training, we employ the AdamW gradient descent algorithm with
weight decay 5e-2, and a batch size of 8 in 8 GPUs. The model respectively
iterates 50 and 15 epochs on VOC and COCO datasets. During training, the
learning rate for the backbone is fixed to be 1e-5. The learning rate for the rest
branches is initialized to 1e-4 and drops to 1e-5 after 40 and 11 epochs on VOC
and COCO datasets, respectively. The number K of proposal tokens is set to
300 following [8]. The “warm-up” time τ in Eq. 7 is empirically set to 7.

4.2 Ablation Study

We analyze SPE’s hyper-parameters δseed and δmulti, times of proposal refine-
ment, matching manners, and the detection efficiency. We also study the effect
of the shared backbone block numbers, the detector and backbone network. All
the ablation experiments are conducted on PASCAL VOC.

SPG. Table 1 includes the detection and localization performance of SPG
under different δseed and δmulti. It can be seen that δseed has the key influence
from the generation of seed proposals. When δseed = 0.2, SPG achieves 29.7%
mAP and 57.8% CorLoc. When δmulti decreases, the performance first increases
and then decreases. This implies that as δmulti decreases SPG discovers more and
more objects, which enriches the supervision signals and improves the detection
performance. On the other hand, with the increase of δmulti, SPG produces more
noise proposals, which degenerate the detection performance.

SPR. Table 2 shows the effect of proposal refinement times by adding extra
SPR branches and introducing seed proposal augmentation. When adding one
SPR branch, the detection performance is significantly improved by 12.9%(29.7%
vs 42.6%) and the localization performance is improved by 3.5%(57.8% vs 61.3%),
which clearly demonstrates SPR’s effectiveness for refining the seed proposals.
When more SPR branches are added, marginal performance improvements are
achieved. By introducing seed proposal augmentation, the performance is fur-
ther significantly improved by 3.0%(42.6 vs 45.6%) and 2.7%(61.3 vs 64.0%)
with δaug = 0.1, demonstrating that the proposal augmentation mechanism can
suppress the noise of seed proposals and achieve more accurate localization.

Detection Efficiency. In Table 3, we compare the proposed SPE with
“enumerate-and-select” methods, including the two-stage OICR method [44] and
the STOA end-to-end method UWSOD [38]. The compared terms include the
number of parameters (#Params), MACs, time of proposal generation (τ) and
inference speed. The experiments are carried out under image scale 5122 on the
PASCAL VOC dataset (0712 trainval for training and 07 test set for testing).
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Methods #Params (M) MACs (G) τ (s/img) speed(fps) mAP
OICR(VGG16) [44] 120.9 304.26 3.79 0.26 44.1

UWSOD(VGG16) [38] 138.5 923.31 0.002 4.2 45.7
UWSOD(WSR18) [38] 135.0 237.97 0.002 4.3 46.9

SPE(Ours) 33.9 51.25 0 14.3 51.0
Table 3: Comparison of parameters, MACs, time to generate proposals and in-
ference speed on the VOC test set. SPE is implemented based on CaiT-XXS36.
Test speeds (“speed”) are evaluated on a single NVIDIA RTX GPU.

l shared blocks mAP CorLoc
36 32.8 50.0
24 45.6 64.0
12 43.1 60.1

Table 4: Performance of SPE with l
shared blocks on VOC 2007 test set.

Detector Backbone mAP
Faster RCNN VGG16 78.3
Faster RCNN ResNet50 80.9
Faster RCNN CaiT-XXS36 81.4

Conditional DETR CaiT-XXS36 77.5
Table 5: Performance of different de-
tectors on VOC 2007 test set.

SPE has much fewer parameters than OICR and UWSOD (only ∼1/4 of OICR
and UWSOD), and uses much fewer MACs than OICR and UWSOD (only
1/20∼1/4 of OICR and UWSOD). These results show that SPE, which discards
dense proposals by learning sparse proposals, is efficient for object detection. For
testing, SPE directly uses the backbone and the SPR branch for object detection
and does not need computational costs for proposal generation. With such high
detection efficiency, SPE achieves 51.0% mAP, which respectively outperforms
OICR and UWSOD by 9.8% and 7.0%.

Number of Shared Backbone Blocks. We analyze the effect of backbone
blocks shared by SPG and SPR (denoted by l), Table 4. When l = 36, i.e.,
the two branches share all backbone blocks of CaiT-XXS36, the detection and
localization performance are 32.8% and 50.0%, respectively. This is because the
learning of regression task will interfere the attention map in SPG, and thus
degenerates the quality of generated seed proposals. When l = 24, the above
problem is largely alleviated, and the detection and localization performances
respectively increase to 45.6% and 64.0%. When sharing fewer layers, the per-
formances slightly decrease due to the increase of inductive bias.

Backbone and Detector. In Table 5, we compare Faster RCNN w/ VGG16,
Faster RCNN w/ ResNet50, Faster RCNN w/ CaiT-XXS36, and Conditional
DETR w/ CaiT-XXS36 on VOC 0712 under fully supervised settings. The mAP
of Conditional DETR w/ CaiT-XXS36 is 77.5%, which is lower than that of
Faster-RCNN w/ VGG16 (78.3%). It shows the detector is not the key factor of
performance gain. The mAP of Faster R-CNN w/ CaiT-XXS36 is 81.4%, which
is 3.1% higher than w/ VGG16 and 0.5% higher than w/ ResNet50. We also
conducted experiments of MIST [35] w/ CaiT-XXS36, but achieved much worse
results than MIST [35] w/ VGG16. Although CaiT-XXS36 is better in fully su-
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Fig. 7: Evolution of seed proposals and matched sparse proposals (yellow bound-
ing boxes) during training. Heatmaps in the “seed proposal” column show the
semantic-aware attention maps, while heatmaps in “matched proposal” column
show the cross-attention maps of the matched sparse proposals.

pervised detection task, it is not superior than VGG16 for traditional WSOD
methods.

4.3 Visualization Analysis

Qualitative Analysis. Fig. 7 shows the evolution of seed proposals and matched
proposals and their corresponding attention maps (heatmaps) generated by SPG
and SPR. At early training epochs, SPG activates most of the objects and can
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Fig. 6: Comparison of CorLoc accuracy of
SPE and OICR [44] during training.

produce seed proposals for ob-
ject location initialization. How-
ever, these proposals still suffer
from background activation or par-
tial activation. After matching with
the sparse proposals, seed propos-
als are refined to more accurate ob-
ject locations, which demonstrates
the effectiveness of the SPR mod-
ule with the proposal augmentation
strategy. As training goes on, the
seed proposals are gradually refined
by and matched with the sparse
proposals, and finally evolve to full
object extent.

Fig. 8 visualizes the seed proposals and matched sparse proposals and the
corresponding attention map. With the long-range feature dependencies of trans-



SPE 13

Si
ng

le
 O

bj
ec

t
M

ul
tip

le
 O

bj
ec

ts

Seed Proposal(s) Matched Proposal(s)Objects

Seed Proposal Matched ProposalObject

Seed Proposal Matched Proposal

Seed Proposal Matched ProposalObject

Fig. 8: Visualization of seed proposals and matched sparse proposals (yellow
boxes). Heatmaps in “seed proposal” column show the semantic-aware attention
maps for object classes. Heatmaps in the “matched proposal” column show the
cross-attention maps of the matched sparse proposals.

former, the semantic-aware attention maps in SPG can activate full object ex-
tent. Based on these attention maps, SPG can generate sparse yet high-quality
seed proposals. By introducing SPR, the matched proposal can promote seed
proposals and achieves preciser object localization. These results validate the
effectiveness of the proposed SPG and SPR branches of SPE, where the seed
proposals and sparse proposals evolve towards true object locations.

Quantitative Analysis. Fig. 6 shows the CorLoc accuracy of SPE and
OICR [44] during training iterations. By introducing transformer block, SPE
can generate much preciser proposals at very early iterations. In contrast, OICR
suffers from dense and noise proposals, which struggles to select the object pro-
posals so that the localization performance deteriorates in early iterations.

4.4 Performance

PASCAL VOC. Table 6 shows the performance of SPE and the SOTA meth-
ods on VOC 2007 dataset. “07” in “Set” column denotes the trainval set of VOC
2007, “0712” denotes trainval set of VOC 2007 and 2012 datasets. “CaiT” de-
notes CaiT-XXS36. † refers to our implementation using the official code. With
image scale 384, SPE achieves competitive 48.5% mAP and 66.4% CorLoc ac-
curacy when training on 0712 trainval set. With image scale 512, SPE achieves
51.0% mAP and 70.4% CorLoc accuracy, which outperforms the two-stage meth-
ods WSDDN [6] and OICR [44] by 16.2% and 9.8%. Compared with the end-
to-end methods using dense object proposals, the performance of SPE is very
competitive. It also outperforms the SOTA UWSOD by 7.0% mAP.

MS COCO. In Table 7, we report the performance of SPE and the SOTA
methods on the MS COCO 2014 and 2017 datasets. “14” and “17” in “Set”
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Backbone Set Method mAP CorLoc
Enumerate-and-Select Methods

(Two-Stage)

VGG16

07 WSDDN [6] 34.8 53.5
07 OICR [44] 41.2 60.6
07 SLV [10] 53.5 71.0
07 DC-WSOD [3] 52.9 70.9
07 TS2C [51] 44.3 61.0
07 SDCN [28] 50.2 68.6
07 C-MIL [19] 50.5 65.0
07 PCL [43] 43.5 62.7
07 MIST [35] 54.9 68.8

0712 WSDDN† [6] 36.9 56.8
0712 OICR† [44] 43.6 61.7

Enumerate-and-Select Methods
(End-to-End)

VGG16

07 OM+MIL [18] 23.4 41.2
07 OPG [40] 28.8 43.5
07 SPAM [22] 27.5 -
07 UWSOD [38] 44.0 63.0

Seed-and-Refine Methods
(End-to-End)

CaiT
0712 SPE (ours)-384 48.5 66.4
0712 SPE (ours)-512 51.0 70.4

Table 6: Detection Performance(%) on
the PASCAL VOC 2007 test set.

Backbone Set Method AP AP50 AP75
Enumerate-and-Select Methods

(Two-Stage)

VGG16

14 WSDDN [6] - 11.5 -
14 WCCN [15] - 12.3 -
14 ODGA [16] - 12.8 -
14 PCL [43] 8.5 19.4 -
14 WSOD2 [54] 10.8 22.7 -
14 C-MIDN [21] 9.6 21.4 -
14 MIST [35] 12.4 25.8 10.5
14 PG-PS [11] - 20.7 -

Enumerate-and-Select Methods
(End-to-End)

VGG16 17 UWSOD [38] 2.5 9.3 1.1
WSR18 17 UWSOD [38] 3.1 10.1 1.4

Seed-and-Refine Methods
(End-to-End)

14 SPE (ours)-384 5.7 15.2 3.4
17 SPE (ours)-384 6.3 16.3 4.0CaiT
17 SPE (ours)-512 7.2 18.2 4.8

Table 7: Detection Performance(%) on
the MS COCO 2014 and 2017 set.

column respectively denote training on MS COCO 2014 and 2017 datasets. On
COCO 2014, SPE respectively achieves 5.7%, 15.2%, and 3.4% under metric
AP, AP50 and AP75, which are comparable with the two-stage “enumerate-and-
select” methods. On MS COCO 2017, SPE respectively achieves 6.3% AP, 16.3%
AP50 and 4.0% AP75, outperforming the end-to-end UWSOD method [38] by
3.2%, 6.2% and 2.6%. When increasing the image scale to 512, the APs are
further improved by 0.9%, 1.9%, and 0.8%, respectively.

5 Conclusion

We proposed the sparse proposal evolution (SPE) approach, and advancedWSOD
methods with dense proposals to an end-to-end fashion with sparse proposals.
SPE uses a “seed-and-refine” framework, which is efficient for both training and
test. By taking advantage of the visual transformer, SPE generates sparse yet
high-quality seed proposals. With the one-to-one proposal matching strategy,
SPE iteratively improves seed proposals and object detectors in a self-evolution
fashion. As the first end-to-end framework with sparse proposals, SPE demon-
strates tremendous potential and provides a fresh insight to the challenging
WSOD problem.
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