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Abstract. This work aims at advancing temporal action detection (TAD)
using an encoder-decoder framework with action queries, similar to DETR,
which has shown great success in object detection. However, the frame-
work suffers from several problems if directly applied to TAD: the in-
sufficient exploration of inter-query relation in the decoder, the inade-
quate classification training due to a limited number of training samples,
and the unreliable classification scores at inference. To this end, we first
propose a relational attention mechanism in the decoder, which guides
the attention among queries based on their relations. Moreover, we pro-
pose two losses to facilitate and stabilize the training of action classi-
fication. Lastly, we propose to predict the localization quality of each
action query at inference in order to distinguish high-quality queries.
The proposed method, named ReAct, achieves the state-of-the-art per-
formance on THUMOS14, with much lower computational costs than
previous methods. Besides, extensive ablation studies are conducted to
verify the effectiveness of each proposed component. The code is available
at https://github.com/sssste/React.

1 Introduction

Temporal action detection (TAD) has been actively studied because of the deep
learning era. Inspired by the advance of one-stage object detectors [21,31,10],
many recent works focus on one-stage action detectors [17], which show excel-
lent performance while having a relatively simple structure. On the other hand,
DETR [4], which tackles object detection in a Transformer encoder-decoder
framework, attracted considerable attention. In this work, we propose a novel
one-stage action detector ReAct that is based on such a learning paradigm. In-
spired by DETR, ReAct models action instances as a set of learnable action
queries. These action queries are fed into the decoder as inputs, and they it-
eratively attend to the output features of the encoder as well as update their
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Fig. 1. The relation of queries. We choose the green one as the reference query , and the
queries in a different relation to it are labeled with different colors. Only the Distinct-
similar pair (Blue ones) will be kept for attention computation.

predictions. The action classification and localization are then predicted by two
simple feedforward neural nets.

However, the DETR-like methods suffer from several problems when applied
to TAD task. First, the inter-query relations are not fully explored by the self-
attention in the decoder, which is performed densely over all the queries. Second,
DETR-like methods may suffer from the inadequate training of action classifica-
tion since the number of positive training samples for the classifier is relatively
small compared to anchor-based/free methods. Moreover, when multiple queries
fire for the same action instance at inference, queries with higher classification
scores may not necessarily have better temporal localization. In the following,
we elaborate on these problems and introduce the proposed methods to alleviate
them in three aspects: attention mechanism, training losses, and inference.

The decoder in DETR-like methods applies the self-attention over the ac-
tion queries to capture their relations, which can not fully explore the complex
relations among queries. In this work, we denote the action queries that are
responsible for localizing different action instances of similar or same action
classes as distinct-similar queries, and those detecting different action classes as
distinct-dissimilar queries. For the queries that fire for the same action instance,
we regard them as duplicate queries. In this work, we propose a novel attention
mechanism, named Relational Attention with IoU Decay (RAID), to explic-
itly handle these three types of query relations in the decoder. As Fig. 1 shows,
RAID focuses on the communication among distinct-similar queries (since they
are expected to provide more informative signals) and blocks the attention be-
tween distinct-dissimilar and duplicate queries. Furthermore, the proposed IoU
decay encourages the duplicate queries to be slightly different from each other
to enable a more diverse prediction.

Another problem is that a DETR-like approach may have a relatively low
classification accuracy due to inadequate classification training. This is because
the positive training samples for the classification of DETR-like methods are
much fewer than those of the anchor-free methods. Namely, for DETR-like meth-
ods, the number of positives per input clip is only the same as the ground truth
actions because of the bipartite-matching-based label assignment. To address
this problem, we propose two training losses, codenamed Action Classification
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Enhancement (ACE) losses, to facilitate the classification learning. The first loss
ACE-enc is applied to the input features of the encoder and is designed to reduce
the intra-class variance and inter-class similarity of action instances. This loss
explicitly improves the discriminability of video features regarding acting classes,
thus benefiting the classification. Meanwhile, a ACE-dec loss is proposed as the
classification loss in the decoder, which considers both the predicted segments
and the ground-truth segments for action classification. It increases the training
samples and generates a stable learning signal for the classifier.

Lastly, the action queries are redundant by design compared to the actual
action instances. At inference, it is a common situation where multiple actions
queries fire for the same action instance. Hence, it is important to focus on precise
action localization queries. Nonetheless, the classification score is deficient in
measuring the temporal localization quality. As a result, we propose a Segment
Quality to predict the localization quality of each action query at inference,
such that the more high-quality queries can be distinguished.

To summarize, we make the following contributions in this work:

— We approach temporal action detection using a DETR-like framework and
identify three limitations of such method when directly applied to TAD.

— We propose the relational attention with IoU decay, the action classification
enhancement losses, and the segment quality prediction, which alleviate the
identified problems from the perspectives of attention mechanism, training
losses, and network inference, respectively.

— Experiments on two action detection benchmarks demonstrate the superior-
ity of ReAct: it achieves the state-of-the-art performance on THUMOS14,
with much lower computational costs than previous methods. Extensive ab-
lation studies are conducted to verify the effectiveness of each component.

2 Related Work

Temporal action detection. Temporal action detection (TAD) aims to de-
tect all the start and end timestamps and the corresponding action types based
on the video stream information. The existing methods can be roughly divided
into two categories: two-stage methods and one-stage methods. Two-stage meth-
ods [11,27,35,40,18,20,12,16] split the detection task into two subtasks: proposal
generation and proposal classification. Concretely, some methods [20,16,18] gen-
erate the proposals by predicting the probability of the start point and endpoint
of the action and then selecting the proposal segments according to prediction
score. In addition, PGCN [410] considers the relationship between proposals, then
refines and classifies the proposals by Graph Convolutional Network. These two-
stage methods can perform better by combining proposal generation networks
and proposal classification networks. However, they can not be trained in an end-
to-end manner and are computationally inefficient. To solve the above problems,
some one-stage methods [19,6,17,25,34] are proposed. Some works [6,17,37] try to
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adapt to the high variance of the action duration by constructing a temporal fea-
ture pyramid, while Liu et al. [22] propose to dynamically sample temporal fea-
tures by learnable parameters. These one-stage methods reduce the complexity
of the models, which are more computationally friendly. In this work, we mainly
follow the one-stage fashion and the deformable convolution design [9,44,22] to
build a efficient action detector, which will be detailed in the Section 3.
Attention-based model. Attention-based models [32] have achieved great
success in machine translation and been extended to the field of computer
vision[24,1,23,36,41,8] in recent years. The attention module computes a soft
weight dynamically for a set of points at runtime. Concretely, DETR][4] proposes
a Transformer-based image detection paradigm. It learns decoder input features
shared by all input videos and detects a fixed number of outputs. Deformable
DETR [44] improves DETR by reducing the number of pairs to be computed in
the attention module with learnable spatial offsets. Liu et al. [22] propose an
end-to-end framework for TAD based on Deformable DETR. This type of train-
ing paradigm is highly efficient and fast in prediction. However, there is still a
performance gap between these methods and the latest methods in TAD [22,40].
Our work is built on DETR-like workflows. In contrast to the above work, our
approach suppresses the flow of invalid information by constricting a computa-
tional subset for the attention module, which improves performance effectively.
Contrastive learning. Contrastive learning [7] is a method that has been
widely used in unsupervised learning. NCE [13] mines data features by distin-
guishing between data and noise. Info-NCE [20] is proposed to extract represen-
tations from high-dimensional data with a probabilistic contrastive loss. Lin et
al. [17] leverage contrastive learning to help network identify action boundaries.
Inspired by these works, we use contrastive learning to extract a global common
representation of action categories and enlarge the feature distance between ac-
tion segments and noise segments.

3 Method

Problem definition. This work focuses on the problem of temporal action
detection (TAD). Specifically, given a set of untrimmed videos D = {V;}7 ;.
A set of {X;,Y;} can be extracted from each video V;, where X; = {x:}L
corresponds to the image (and optical flow) features of T snippets and Y; =
{my, dy, ck},ﬁl is K; segment labels for the video V; with the action segment
midpoint time my, the action duration dj and the corresponding action category
cx. Temporal action detection aims at predicting all segments Y; based on the
input feature X;.

Method overview. Motivated by DETR [4], we approach the problem of TAD
by an encoder-decoder framework based on the transformer network. As Fig. 3
shows, the overall architecture of ReAct contains three parts: a video feature
extractor, an action encoder, and an action decoder. First, video clip features
are extracted from each RGB frame by using the widely-used 3D-CNN (e.g.,
TSN [33] or I3D [5]). The optical flow features are also extracted using TVL1
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Fig. 2. Illustration of the proposed framework. The video feature is extracted by a
pretrained backbone, followed by a fully-connected layer to project the feature, and is
additionally supervised by the AEC-Enc loss. After enhancement by the Transformer
encoder, the features are fed into the decoder and attended by L, action queries in the
decoder. The classification head is trained with the proposed ACE-Dec loss.

optical flow algorithm [39]. Following that, a 1-D conv layer is used to modify
the feature dimension of the clip features. The output features are then passed
to the action encoder, which is a Lg-layer transformer network. The encoded
clip features serve as one of the inputs to the action decoder. The decoder is
a Lp-layer transformer, and it differs from the encoder in two aspects. It has
action queries (which are learnable embeddings) as inputs, and the queries attend
the encoder outputs in each layer of the decoder, known as Cross-attention.
Essentially, ReAct maps action instances as a set of action queries. The action
queries are transformed by the decoder into output embeddings which are used
for both action classification and temporal localization by separate feed-forward
neural nets. The details of the encoder structure are provided in the appendix.

At training, following previous works[4,44,22], the Hungarian Algorithm [15]

is applied to assign labels to the action queries. The edge weight is defined by
the summation of the segment IoU, the probability of classification, and the L1
norm between two coordinates. Based on the matching, ReAct applies several
losses to the action queries, including the action classification loss and temporal
segment regression loss.
Limitations of DETR-like methods for TAD. DETR-like methods may suf-
fer from several problems when applied to TAD task. First, the decoder performs
the self-attention densely over all the queries, which causes the inter-query rela-
tions not to be sufficiently explored. Second, compared with anchor-based/free
methods, DETR-like methods may have issues in deficit training of action clas-
sification attributed to relatively smaller number of positive training samples for
the classifier. Third, queries with higher classification scores may not be reliable
due to multiple queries firing for the same action instance at inference.

In this work, we mitigate these problems in three aspects: (1) We propose the
Relational Attention with IoU Decay which allows each action query to attend
to others in the decoder based on their relations; (2) We design two Action
Classification Enhancement losses to enhance the action classification learning
at the encoder and decoder, respectively; (3) We introduce a Segment Quality to
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Fig. 3. Illustration of our decoder. Left: plain deformable decoder. Each query per-
forms the attention operation with all other query features and sample segment features
from the encoder output. Right: decoder of ReAct. Each query only attends to specific
queries based on the inter-query relation. Besides, the ground-truth segment provides
an additional loss to further supervise the classification head. Note that for clarity, the
LayerNorm, FFN, and residual connection are not shown in the figure (see appendix
for detailed network structure).

predict the localization quality of each action query at inference to compensate
the deficiency of classification score at inference. We elaborate on these three
aspects in the following.

3.1 Relational Attention with IoU Decay

To better explore the inter-query relation in the decoder, we present the Rela-
tional Attention with IoU Decay (RAID) which replaces the self-attention in the
transformer decoder. Below, we describe the proposed method in detail.
Relational attention. As a recap, we define three types of queries with respect
to an action query ¢;, which are differentiated by their relations to g;. Distinct-
similar queries are the queries that try to detect different action instances but of
similar (or same) action class to ¢;. Distinct-dissimilar queries are those which
try to detect different action instances and of dissimilar action class to ¢;. Du-
plicate queries are the queries that try to detect the same action instance as
q;- Intuitively, we anticipate that attending to distinct-dissimilar queries does
not provide informative signals to g;, since they focus on different action classes,
and the relation between action classes may not be a reliable cue for detecting
actions. On the contrary, attending to distinct-similar queries can benefit the
query q by gathering some background information and cues around ¢;. For ex-
ample, some actions may occur multiple times in a clip, and attending to each
other can increase the confidence of the detection. Moreover, duplicate queries
only repeat the prediction as ¢;, so they bring no extra information and should
be ignored in the attention for g;.

To find the distinct-similar queries for a query ¢;, we consider two properties,
namely, high context similarity and low temporal overlap. To measure context
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similarity, we compute a similarity matrix A € RFa*La (L, is the number of
queries) based on the query features, where each element represents the cosine
similarity of two queries. Then the query-pair set Eg;,, is constructed by

Esim = {(i,4)|A[i, j] =7 > 0}, (1)

where v € [—1,1] is a preset similarity threshold. To identify the queries having
low temporal overlap with ¢, a natural strategy is using the Interaction of Union
(IoU) in the time domain, which measures the overlap between two temporal
segments. Therefore, we compute a pair-wise IoU matrix B € RLaxla for the
reference segments and construct a query-pair set £,y as follows:

EroU :{(Zaj)‘B[Zaj] 7T<0}7 (2)

where ¢ and j denote the i-th and j-th queries respectively, and 7 € [0,1] is
a preset IoU threshold. As shown in Fig. 3, this simple strategy removes the
segments which have large temporal overlap. We can then define the distinct-
similar query-pair set £ by combining £, Erou and the query itself £. The
definition is given as follow:

£ = (5IoU \ 5Sim) Ué&s. (3)

For a query ¢; and its distinct query-pair set &;, the key and value features can
be written as K; = concatenate({k;|(4, j) € &}) and V; = concatenate({v;|(i,j) €
&:}). Then, the query features ¢; are updated by

q; = aiViT’ (4)
where the attention weight a; is
a; = Softmazk (¢ K] ). (5)

Note that by considering both the context similarity and temporal overlap, the
proposed relational attention successfully preserves the communication between
¢; and useful queries while blocking that between uninformative ones.
IoU decay. Apart from relational attention, we introduce a further improvement
by handling duplicate queries. Namely, we propose a regularization, termed as
IoU decay, which is added to the network optimization. It is given as

1 Ly L4
Wy = 522[0(](8“5]) (6)

i=1 j=1

During the detector training, it penalizes the IoU between queries, such that
duplicate queries can be diversified and different from each other, which can
increase the probability of obtaining a more precise localization for the target
action instance.



8 D. Shi et al.

3.2 Action Classification Enhancement

To combat the issue of the inadequate learning of classification when applying the
DETR-like methods to TAD, we propose two Action Classification Enhancement
(ACE) losses to boost the classification performance.

ACE-enc loss. We aim to enhance the features with respect to action classi-
fication in the phase of encoder by enlarging the similarity of inter-class action
instances and reducing the variance between intra-class action instances. We
posit that explicitly increasing the discriminability of the features on the action
detection dataset in an early stage can also benefit the final action classification.
Specifically, we optimize the input features of the encoder using contrastive loss.

The positive and negative action instance pairs are constructed as follows.
For a given ground-truth action segment s, and its category c, in a video v,
we choose its positive instances by sampling the action segments of the same
category ¢4 from either the same or different videos. As for its negative instances,
we choose them from two different sources: (1) segments of action categories
different from ¢, and (2) segments that are completely inside the ground-truth
segment, but their IoU is less than a specific threshold &.

For a given segment s, we denote z € RT*P" and & € RT*D as the pre-
trained video feature and feature further projected by a fully-connected layer
[ (i.e. T = l(x)), respectively. Then, the segment feature after temporal Rol
pooling [35] can be denoted as f = Rol(Z,s) € RP. The loss is given by

o BT
AcE 8 S (T

where f, is a positive segment of f and D is the index of k£ random negative
instances as well as a positive instance.

ACE-dec loss. Anchor-based/free methods treat all (or multiple) the temporal
locations within the ground truth action segment as positives (i.e., belonging
to an action class rather than backgrounds) for training the action classifiers,
whereas DETR-like methods have much fewer positives due to the bipartite
matching at label assignment. We, therefore, propose the ACE-dec loss to train
the action classifiers.

As Fig. 3 (right) shows, in the training phase, an additional positive training
sample is fed to the action classifiers for each query segment (i.e., the green
one) matched with a ground-truth action instance. The additional positive is
obtained by feeding the ground-truth segment (i.e., the yellow one) as a normal
query segment to the cross-attention layer. The details of the cross-attention
layer are described in the supplementary material.

Concretely, every decoder layer is attached a ACE-dec loss which is given by

(7)

Lacr-dec = L, + ly;é(o[ﬁ‘%cL (8)

where E}OC and E%C is the sigmoid Focal Loss[21] for the query and ground-truth
classification loss respectively. Note that, only the queries that are matched to
ground-truth segments will contribute the ground-truth classification loss.
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3.3 Segment Quality Prediction

To remedy the problem that classification score is unreliable for selecting the best
query among a set of duplicate queries, we propose a Segment Quality to predict
the localization quality of each action query at inference for distinguishing high-
quality queries. The proposed segment quality prediction considers both the
midpoint of the segment as well as its temporal coverage on the action instance.

Concretely, given a predicted segment s, and its query feature f,, we define
(¢1,¢2) = &(fq), where ¢ is a single fully-connected layer and (1,2 € [0, 1]. Then,
a final quality value ( is defined by ¢ = (3 - (2. Segment Quality is supervised by
a two-dimensional vector composing of the offset of the predicted midpoint and
its ground truth for localizing the midpoint precisely, and the IoU between the
predicted segment and its closest ground-truth segment for accurate temporal

localization and coverage. The overall loss is given by
1
o(fq) — (eXP(_ﬁ|mq —mgi|), 10U (s, sq1))| 9)
g

Le=> 1

where m, is the midpoint of the predicted segment, and mg;, Iy are the midpoint
and length of the ground-truth segment, respectively. At inference, ¢ is multiplied
with the classification score of the segment.

3.4 Training Losses

At training, based on the label assignment by the Hungarian Algorithm, ReAct
is trained by the total loss as follow:

L= ['ACE—enc + ['ACE—dec + EC + Lreg~ (10)
Here, L;cq is the commonly used regression loss for TAD which regresses the
midpoint and the duration of the detected segments using the summation of L1
distance and the generalized IoU distance [28] for the matched pair. We define
each objective as follows:

1
Ereg N Z 1 (])#w[’ylﬁgl +72£gIoU]
cgr7#0 JELg
Lgl) _ Im(Jt) _m( | + |d(j) N d(j)|,

LY =1—gloU(ss), s9),

Sgt » S

(11)

where sU) = (m) d)) is j-th detected segment represented by midpoint and

) ;

the duration. c;," is a set of the ground-truth segments that s’ is matched and

N, 0 is the number of segments in c(j). (j) = (m ) dm) is the matched

Mgt Gyt
ground-truth segment of s and s( € c(] ) In addltlon we follow the segment re-
finement fashion [44,22] to predlct detectlons in each decoder layer, each of which

will be updated by summing with the upper layer segment and re-normalizing it.
In this way, each layer provides auxiliary classification loss £/,  and regression

cls
loss L]..,, which further helps the network training.
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4 Experiment

We conduct experiments on two challenging datasets: THUMOS14 [14] and
ActivityNet-1.3 [3].

4.1 Implementation Details

Architecture details. For THUMOS14, we set L, = 40, L = 2, Lp = 4
for the number of queries, encoder layer and decoder layer, respectively. Each
deformable attention module samples 4 temporal offsets for computing the at-
tention. The hidden layer dimension of the feedforward network is set to 1024,
and the other hidden feature dimension in the intermediate of the network is
all set to 256. The pair-wise IoU threshold 7 and feature similarity threshold ~y
in ACE module are set to 0.2 and 0.2, respectively. For ActivityNet-1.3, we set
Ly =60, Lg =3, Lp =4, 7=0.9, v = —0.2. We sample 4 temporal offsets
for the deformable module. For more implementation details including feature
extraction and training details, please refer to the supplementary material.

Optimization parameters and inference. We train the ReAct with AdamW
optimizer with a batch size of 16. The learning rate is set to 2x 10™* and 1 x 10~4
for THUMOS14 and ActivityNet-1.3 respectively. ReAct is trained for 15 epochs
on THUMOS14 and 35 epochs on ActivityNet-1.3. At inference, the classification
head output is activated by sigmoid. Then all the predictions will be processed
with Soft-NMS[2] to remove the redundant and low-quality segments.

4.2 Main Results

On THUMOS14 (see Tab. 1), our ReAct achieves superior performance and sup-
presses the state-of-the-art one-stage and two-stage methods in mAP at different
thresholds. In particular, ReAct achieves 55.0% in the average mAP, which out-
performs TadTR by a large margin, namely about the 9.4% absolute improve-
ment. Besides, we compare the computational performance during testing. We
adopt Floating-point operations per second (FLOPs) per clip following the pre-
vious works. [22,45]. We can see that our model has FLOPS of 0.68G, which is
0.06G lower than TadTr and much lower than all the other methods. Note that
the FLOPS we report in the table does not include the computation of video
feature extraction with backbone. For methods like AFSD, which fine-tunes the
backbone and does feature extraction during testing, we ignore the computation
of feature extraction and only report the FLOPs afterward.

On ActivityNet-1.3, our method achieves comparable results to the state-
of-the-art (See Tab. 2). The ReAct outperforms the other DETR-based meth-
ods while enjoying a low computational cost (e.g., 0.38G). The Actioness and
Anchor-based methods tend to have higher performance compared with the
DETR-based methods. One possible reason is that the DETR-based methods
take learnable query embedding as input, which is video-agnostic and only keeps
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Table 1. Comparison with the state-of-the-art methods on THUMOS14 dataset. We
report the mean Average Precision (mAP) in different thresholds and the floating-point
operations (FLOPs, G).

Type | Method | 03 04 05 06 0.7 Avg|FLOPs
BSN[20] 53.5 45.0 36.9 284 200 36.8| 3.4
BMN][1¢] 56.0 47.4 38.8 29.7 20.5 385 | 171.0
G-TAD[35] | 545 47.6 40.3 30.8 234 39.3| 639.8
TALI0] 53.2 485 42.8 33.8 208 39.8 -
Two-stage | TCANet[27] | 60.6 53.2 44.6 36.8 26.7 44.3 -
CSA+BMN[20] | 64.4 58.0 49.2 382 27.8 47.5 -
P-GCN[10] |63.6 57.8 49.1 - - . 4.4
RTD-Net[30] |68.3 62.3 51.9 388 23.7 49.0 -
VSGN[12] | 66.7 60.4 524 41.0 30.4 50.2 .
ContextLoc[15] | 68.3 63.8 54.3 41.8 26.2 50.9 | 3.1
SSAD[19] 43.0 35.0 24.6 - - - -
SSN[35] 51.9 41.0 299 - - - -
One-stage A2Net[37] | 586 54.1 455 325 17.2 41.6| 30.4
AFSD[17] | 67.3 624 555 43.7 31.1 520/| 5.1
TadTr[22] | 624 57.4 492 37.8 26.3 46.6 | 0.75
ReAct 69.2 65.0 57.1 47.8 35.6 55.0| 0.68

statistical information. For a dataset with a large variance in action time, a query
feature has to take both long and short action into account (See appendix for
more details) and is prone to conflicts.

4.3 Ablation Study
In this section, we conduct the ablation studies on the THUMOS14 dataset.

Main components. We demonstrate the effectiveness of three proposed com-
ponents in ReAct: RAID, ACE, and Segment Quality. From Tab. 3 (row 2 and
row 5), we can see that compared with the plain deformable decoder layer, our
RAID brings about a 3.7% absolute improvement in the average mAP, proving
the effectiveness of the module by introducing the relational attention based on
the defined distinct-similar, distinct-dissimilar and duplicated queries. Besides,
from rows 4 and 5 of the Table, we see our ACE improves the average mAP
performance by 2.9%, which shows its effectiveness by designing new losses to
enhance classification learning. Finally, from rows 3 and 5, the proposed Segment
Quality achieves 2.8% improvements in average mAP, which effectively estimates
the predicted segments’ quality at inference.

Analysis of RAID. We study the effect of two hyperparameters v and 7 in
Section 3.1 for thresholding the similarity scores and IoU values when construct-
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Table 2. Comparison with the state-of-the-art methods on ActivityNet-1.3 dataset.

Type ‘ Method ‘ 0.5 0.75 0.95 Avg. ‘ FLOPs(G)

BSN[20] |465 300 8.0 282 -
SSN[38] | 432 28.7 5.6 28.3 -
Aetioness | BMN[IS] 501 348 83 339| 456
* | G-TAD[35] | 504 346 9.0 341 457
BU-TAL[/3] | 43.5 339 9.2 343 -
VSGN[12] |52.3 35.2 8.3 34.7 -
TAL[6] |38.2 183 1.3 202 -
PGCN[10] |48.3 332 3.3 31.1 5.0

Anchor-bas
nchor-based | o\ et 27 | 52,3 36.7 6.9 35.5 -
AFSD[17] |52.4 352 65 343| 153
RTD-Net[30] | 47.2 30.7 8.6 30.8 -
DETR-based | TadTr[22] |49.1 32.6 85 32.3| 0.38

ReAct 49.6 33.0 8.6 32.6 0.38

Table 3. Ablation study on three main components.

Method | RAID | ACE [SQ| 0.3 04 05 06 07 Avg

66.6 59.2 49.7 38.0 25.0 47.7
66.6 61.5 53.7 434 31.2 513
67.0 62.6 54.4 44.0 32.2 52.1
69.1 63.3 54.2 435 31.0 52.2
69.2 65.0 57.1 47.8 35.6 55.0

Our

Base

LK
L <
< <

ing the distinct similar and dissimilar query sets. First, we set 7 = 1 and plot
the average mAP when varying ~. From Fig. 5(a) we see that as v increases,
the mAP exhibits an increase followed by a decrease, with a peak at 7 = 0.2.
Besides, we observe that the detection performance shows greater volatility as
7 decreases further (i.e., 7 < —0.1). Intuitively, smaller 7 leads to more irrele-
vant query pairs communicating, thus introducing greater uncertainty. Next, we
study the effect of the choice of 7 by fixing v = 0.2. From Fig. 5(b) we observe a
similar trend with the figure for similarity as 7 changes, and the optimal value is
obtained at 0.5. Notice that the smaller 7 is, the more queries will be excluded,
and when 7 = 0, only those that do not overlap will be retained. Intuitively,
partially overlapped queries tend to be in the vicinity of the target query, which
helps to perceive the information near the boundary. A visualized example of
the queries is presented in Fig. 4.3 to illustrate the work of RAID.

Analysis of ACE. We analyze the effect of ACE-enc loss in the following as-
pects: the construction of contrastive pairs, where to apply ACE-enc loss and



ReAct: Temporal Action Detection with Relational Queries 13

@ Reference Query

@ Distinct-similar

SR Distinct-dissimilar

@ Duplicated

= Ground-Truth R

Video Time

Fig. 4. Visualization of the queries for a test video in THUMOS14. Some example
frames are shown for the queries, and we can see that many distinct-dissimilar queries
correspond to noises (i.e. not actions).
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Fig.5. (a) is visualization of the choice of the hyperparameter v, with 7 = 1; (b) is
visualization of the choice of the hyperparameter 7, with v = 0.2

training losses. First, we study how contrastive pairs affect performance. In par-
ticular, to form the positive segment pairs, we randomly choose segments of the
same category from either the same video or different videos, denoted by S1
and S2, respectively. As for negative pairs, there are two ways: segment pairs
belonging to different action classes (denoted by N1), and segment pairs that
one completely includes the other, but their IoU is less than a threshold (de-
noted by N2), as described in 3.2. Tab. 4 presents the results using different
combinations of positive and negative pairs. In Tab. 4, we see that N2 play a
more important role in training than N1 (e.g., average mAP 53.9 versus 53.4),
and merging them can gain further promotion (i.e., 54.3).

Secondly, we study the effect of where to apply ACE-enc loss. We mainly
consider two positions: before the transformer encoder and after it. We train a
single fully connected layer for the former to enhance the video features. For the
latter, we use the encoder output. The experimental results show that a single
fully connected layer is much better than a complex transformer encoder. Intu-
itively, after encoder processing, the features on each frame already contain local
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Table 4. Comparison of different settings of ACE module.

Module | Setting |03 04 05 06 07 Avg
No Contrastive 68.1 63.4 550 46.0 32.8 53.1
{S1,82} + {N1} 68.3 634 554 46.2 33.9 534

{S1,52} + {N2} 69.7 64.6 55.7 45.6 33.8 53.9
ACE-enc {S1,52} + {N1,N2} 69.7 64.5 56.6 459 34.7 54.3

{S1} + {N1,N2} 69.1 644 56.3 46.2 34.6 54.1
Before Transformer Enc. | 69.7 64.3 56.1 46.4 34.2 54.1
After Transformer Enc. | 66.4 61.2 53.3 43.4 32.0 51.2

L4, Only 67.5 62.6 53.9 43.3 33.2 521
ACE-dec £% Only 66.1 61.1 53.6 44.2 30.9 51.2
LY, + L%, 68.3 63.4 55.4 46.2 33.9 53.4

temporal information, therefore, the pooled segment features can not represent
the action precisely, leading to inaccurate convergence.

Finally, to go deeper into the ACE-dec loss, we conducted three experiments:
query classification loss only, ground-truth classification loss only, and the com-
plete ACE-dec loss. For the case of the ground-truth classification loss only, we
still predict and match the ground-truth segment with the input query feature,
which provides the matched query position and reference ground-truth segment.
However, we only update the network with ground-truth classification loss L%c.

From the Tab. 4, neither E’choc nor L’%c can perform well, but when we combine
them together, the result are significantly better (e.g., 53.4 versus 51.2).

5 Conclusion

In this work, we consider the task of temporal action detection and propose a
novel one-stage action detector ReAct based on a DETR-like learning framework.
Three limitations of such a method when directly applied to TAD are identified.
We propose the relational attention with IoU decay, the action classification
enhancement losses, and the segment quality prediction and handle those issues
from three aspects: attention mechanism, training losses, and network inference,
respectively. ReAct achieves the state-of-the-art performance with much lower
computational costs than previous methods on THUMOS14. Extensive ablation
studies are also conducted to demonstrate the effectiveness of each proposed
component. In the future, we plan to include the video feature extractor in the
action detection training to improve the performance further.
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