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1 Key symbols List

Here we give the pivotal symbols list in Table. 1 to enhance the readability of
our main paper. In general, we use italic bold uppercase characters to denote
the matrices. Vectors are denoted with lowercase. Sets are noted by blackboard
bold, for example F .

Table 1. The Meaning of Some Pivotal Symbols

X ∈ R3×N RGB feature of the input image.
Z ∈ RC×N Pixel-level features of X

P̂ ∈ RK×N Initial Pixel-level localization scores of BagCAMs.
P ∗ ∈ RK×N Output Pixel-level localization scores of BagCAMs.
Λ ∈ RN×N Co-efficient matrix of regional localizers
W ∈ RK×C Weight matrix of the classifier.
z ∈ RC×1 Image-level features of X.

p ∈ RK×1 Localization score of a spatial position (column vector of P̂ ).
s ∈ RK×1 Image-level classification scores.
s̄ ∈ RK×1 Logarithmic Image-level classification scores.
y ∈ RK×1 Image-level ground truth mask.

NI The spatial resolution of input X.
N The spatial resolution of feature Z.
C The number of channel for feature.
K The number of object class.

F∗ The base localizer set of BagCAMs that contains N2 localizers.
P∗ The set of localization scores generate by localizers in F∗.

e(·) : R3×N → RC×N The feature extractor, implemented by ResNet/Inception.
c(·) : RC×1 → RK×1 The image classifier, implemented by fully-connected layer.
f(·) : RC×N → RK×N The object localizer, derived by CAM-based methods.
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Fig. 1. Visualization on replacing CAM into BagCAMs for different WSOL methods.

2 Proof of the formulation of base localizer

Here we detailed the proof of the formulation of the base localizer of our Bag-
CAMs defined in our Sec.3.2:
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Proof. When adopting PCS [4] to initialize the coarse localization score P̂k,m of
our BagCAMs, the formulation of fm

n obtained by RLG becomes:
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Considering that ReLU is used as the activation function of the extractor, based

on the prior work [1], the partial derivative ∂2sk
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can be reformulated as:
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Finally, taking Eq. 3 into Eq. 2, the formulation of Eq. 1 can be obtained:
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Appendix 3

3 Visualizations of InceptionV3 extractor

In our main paper, we only included the visualization of our method with the
ResNet50 extractor. Here we give more visualization when using InceptionV3 [3]
as the backbone extractor. In detail, Fig. 1 shows that replacing CAM with
BagCAMs for different WSOL methods can also enhance the performance of the
baseline methods under the InceptionV3. Moreover, our BagCAMs still achieve
better performance when localizing objects based on features of intermediate
layers than other methods [1,2,4] as indicated in Fig. 2. These are in accordance
with the results with the ResNet50 backbone as discussed in our main paper.
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Fig. 2. Localization map generated based on different InceptionV3 layer.
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