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Abstract. In this paper, we propose a novel channel pruning method for
compression and acceleration of Convolutional Neural Networks (CNNs).
Many existing channel pruning works try to discover compact sub-networks
by optimizing a regularized loss function through differentiable opera-
tions. Usually, a learnable parameter is used to characterize each chan-
nel, which entangles the width and channel importance. In this setting,
the FLOPs or parameter constraints implicitly restrict the search space
of the pruned model. To solve the aforementioned problems, we propose
optimizing each layer’s width by relaxing the hard equality constraint
used in previous works. The relaxation is inspired by the definition of
the top-k operation. By doing so, we partially disentangle the learning of
width and channel importance, which enables independent parametriza-
tion for width and importance and makes pruning more flexible. We also
introduce soft top-k to improve the learning of width. Moreover, to make
pruning more efficient, we use two neural networks to parameterize the
importance and width. The importance generation network considers
both inter-channel and inter-layer relationships. The width generation
network has similar functions. In addition, our method can be easily
optimized by popular SGD methods, which enjoys the benefits of dif-
ferentiable pruning. Extensive experiments on CIFAR-10 and ImageNet
show that our method is competitive with state-of-the-art methods.

Keywords: Model Compression, Channel Pruning, Differentiable Prun-
ing

1 Introduction

Convolutional Neural Networks (CNNs) have accomplished tremendous success
in various computer vision tasks [2,28,43,44,47]. To deal with real-world appli-
cations, recently, the design of CNNs has become more and more complicated in
terms of width, depth, etc. [14,20,28,48]. These complex CNNs can attain better
performance on benchmark tasks, but their computational and storage costs in-
crease dramatically. As a result, a typical application based on CNNs can quickly
exhaust an embedded or mobile device due to its enormous costs. Given such
costs, the application can hardly be deployed on resource-limited platforms. To
tackle these problems, many researches [11, 12] have been devoted to compress-
ing the original large CNNs into compact models. Among these methods, weight
pruning and structural pruning are two popular topics for model compression.
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Unlike weight pruning or sparsification, structural pruning, especially chan-
nel pruning, is an effective way to truncate the computational cost of a model
because it does not require any post-processing steps to achieve actual accelera-
tion and compression. Many existing works [9,24,25,54] try to discover compact
sub-networks by optimizing a regularized loss function through differentiable op-
erations. Usually, the width of a layer and the importance of each channel are
entangled in this setting since they use one learnable parameter to characterize
each channel. Specifically, the FLOPs or parameter constraints implicitly restrict
the search space of the pruned model. On the other hand, search based prun-
ing algorithms (through reinforcement learning [17], evolutionary algorithms [33]
and so on) can directly generate the width of each layer with flexible importance
definition, which leads to competitive performance. However, the costs of search
based method is usually more expansive.

Previous differentiable pruning methods [9, 24, 25, 54] entangle width and
importance, limiting the potential search space of sub-networks. To tackle this
problem, we aim to disentangle the learning of width and importance, and conse-
quently make pruning more flexible. The disentanglement of pruning can be
understood as using independent parameterization for channel importance and
layer width. To achieve this, we first observe that the width of a certain layer
can be represented by k of the top-k operation. Inspired by the definition of
top-k, we then relax the hard equality constraint used in previous works to a
soft regularization term, where k and importance scores can be optimized sep-
arately. By doing so, we partially disentangle the importance and width of a
layer for pruning. Under our setting, the choices of channel importance become
more flexible compared to previous works. Additionally, the width k of each
layer can be generated directly, which shares similar property of search based
algorithms. Following previous works, we also formulate the channel pruning
problem as a constrained optimization problem, which can be efficiently opti-
mized through regular SGD methods. Compared to differentiable pruning meth-
ods [9, 24, 25, 54], our method disentangles the learning of width and channel
importance, which potentially enlarge the search space. Compared to search
based algorithms [17,33], our method provides a way to efficiently generate and
optimize width without additional costs.

To make the learning efficient, we further parameterize the importance and
width by using two neural networks. We use an importance generation network to
capture inter-channel and inter-layer relationships. Similarly, a width generation
network is used to generate the width of each layer. A soft constraint term is
then used to connect importance and width. With these techniques, our method
can outperform state-of-the-art pruning methods on CIFAR-10 and ImageNet
datasets. Our contributions can be summarized as:

1) We aim to disentangle the learning of width and importance for differen-
tiable channel pruning, which is achieved by relaxing the equality constraint
derived by the definition of the top-k operation. By relaxing the equality
constraint, width and importance can be parameterized independently. We
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also extend the discrete top-k masks to soft top-k masks with a smoothstep
function allowing custom width for soft windows.

2) To improve the learning efficiency, we parameterize the importance of each
channel and width of each layer by using neural networks. The importance
generation network is used to capture inter-channel and inter-layer relation-
ships. The width generation network shares similar intuition.

3) Extensive experiments on CIFAR-10 and ImageNet show that our method
can outperform existing channel pruning methods on ResNets and Mo-
bileNetV2/V3.

2 Related Works

Recently, model compression has drawn a lot of attention from the community.
Weight pruning and structural pruning are two popular directions.

2.1 Weight Pruning

Weight pruning eliminates redundant connections without assumptions on the
structures of weights. Weight pruning methods can achieve a very high compres-
sion rate while they need specially designed sparse matrix libraries to achieve
acceleration and compression. As one of the early works, [12] proposes to use L1

or L2 magnitude as the criterion to prune weights and connections. SNIP [29]
updates the importance of each weight by using gradients from the loss function.
Weights with lower importance will be pruned. Lottery ticket hypothesis [7] as-
sumes there exist high-performance sub-networks within the large network at
initialization time. Besides one-shot pruning, repeated pruning and fine-tuning
can lead to better performance but with larger costs. In rethinking network
pruning [35], they challenge the typical model compression process (training,
pruning, fine-tuning) and argue that fine-tuning is not necessary. Instead, they
show that training the compressed model from scratch with random initialization
can obtain better results.

2.2 Structural Pruning

One of the previous works [30] in structural pruning uses the sum of the abso-
lute value of kernel weights as the criterion for filter pruning. Instead of directly
pruning filters based on magnitude, structural sparsity learning [52] is proposed
to prune redundant structures with Group Lasso regularization. On top of struc-
tural sparsity, GrOWL regularization is applied to make similar structures share
the same weights [56]. One of the problems when using Group Lasso is that
weights with small values could still be important, and it is difficult for struc-
tures under Group Lasso regularization to achieve exact zero values. As a re-
sult, [36] proposes to use explicit L0 regularization to make weights within struc-
tures have exact zero values. Besides using the magnitude of structure weights
as a criterion, other methods utilize the scaling factor of batchnorm to achieve
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Fig. 1. Flowchart of our proposed method. Importance score generator gs and width
generator gk are used to generate the importance score and width. We then use them
to generate the mask vector a, and it is used to produce the sub-network architecture.
The network is pruned according to a. Finally, gk and gs are optimized by minimizing
the loss function.

structure pruning, since batchnorm [22] is widely used in recent neural network
designs [14, 20]. A straightforward way to achieve channel pruning is to make
the scaling factor of batchnorm to be sparse [34]. If the scaling factor falls below
a certain threshold, the channel will be removed. Structure sparse selection [21]
extends the idea of using scaling factors to more structures, like an entire layer.
Another line of research formulates pruning as a constrained optimization prob-
lem [8, 9, 24, 25, 54, 57], and they use learnable parameters (also called gate pa-
rameters) to control each channel. These parameters are differentiable in their
setting, which enables an efficient end-to-end optimization process. Though these
methods have succeeded in channel pruning, the width of each layer and the im-
portance of each channel are entangled, limiting the search space. Besides using
gates, Collaborative channel pruning [41] tries to prune channels by using Taylor
expansion. Greedy forward selection [53] is proposed to find good sub-networks,
which starts from an empty network and greedily adds important channels from
the original network. In Automatic Model Compression (AMC) [17], they use
policy gradient to update the policy network. This policy network is then used to
generate the width of each layer. MetaPruning [33] uses a hypernet to generate
parameters for sub-networks, and evolutionary algorithms are utilized to find
the best configuration (width) of sub-networks. Our method can generate width
directly like MetaPruning and AMC. In addition, our method can be optimized
more efficiently through regular stochastic gradient methods.

2.3 Other Methods

Besides weight and channel pruning methods, there are works from other per-
spectives, including bayesian pruning [37,39], weight quantization [5,42], pruning
for fairness [58], and knowledge distillation [18].
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3 Proposed Method

3.1 Preliminary

To better describe our proposed approach, necessary notations are introduced
first. In a CNN, the feature map of lth layer can be represented by Fl ∈
ℜCl×Wl×Hl , l = 1, . . . , L, where Cl is the number of channels, Hl and Wl are
height and width of the current feature map, L is the number of layers. The mini-
batch dimension of feature maps is ignored to simplify notations. sigmoid(·) is
the sigmoid function. round(·) rounds inputs to nearest integers. 1(·) is the in-
dicator function.

Usually, differentiable channel pruning algorithms aim to solve the following
problem:

min
Θ

J (Θ) = L(f(x;Θ,W), y) + λR(Θ), (1)

where x, y are input samples and their labels. W, L and R are model weights,
loss functions and regularization functions on parameters or FLOPs. Θ are learn-
able parameters to decide whether to prune the channel. There are many ways
to characterize a channel, such as Gumbel-sigmoid approximation [23], shape
function [25] and so on. R is the regularization function to control the number
of channels or FLOPs of each layer. Our method aims to disentangle the learn-
ing of width and channel importance. As a result, Θ will be reparameterized
into two variables: importance score s and layer width k. How to achieve such a
disentanglement will be detailed in this section.

3.2 Top-k Operation

In this section, we will introduce how to parameterize the width of a layer. Let us
denote the importance score vector for each channel of a layer as s = [s1, . . . , sCl

].
Suppose we need to select k most importance channels out of Cl channels, we
can use a top-k mask vector a, which is given by:

ai =

{
1 if si is a top-k element in S,

0 otherwise.
(2)

The process of selecting top-k channels is a natural way for channel pruning,
and k represents width of this layer. The relationship between k and ai can be
represented by the following equation:

k =

Cl∑
i=1

ai. (3)

Gradients with respect to k through Eq. 3 are not defined. Except Eq. 3, we
can use an alternative surrogate to represent k:

k =
1

Cl

Cl∑
i=1

1
si>s0

(si), (4)
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Fig. 2. Soft relaxation vs. naive binary mask. In this figure, we choose Cl = 64, γ = 20,
Clk = 40. Solid line represent the continuous function. Square dots represent the actual
values taken by the vector ã.

where s0 is a value between kth and k + 1th value, and the indicator function
1

si>s0
(·) returns 1 if si > s0, otherwise it returns 0. Here, to unify the learning

of different layers, we abuse the notation k to represent the normalized version
of k ∈ [0, 1]. If we enforce the hard equality defined in Eq. 4, it still entangles
the learning of importance and width. We then replace it with a regularization
term:

C(k, s) = ∥k − 1

Cl

Cl∑
i=1

sigmoid((s̄i − s̄0)/t)∥2, (5)

which does not enforce a hard constraint and s̄ is the unnormalized importance
score (outputs before the final activation of gs defined in Eq. 8). We also relax
the indicator function with the sigmoid function of temperature t to facilitate
gradient calculations. In practice, we let s̄0 = 0, so that the importance score
will match k automatically. The gradients with respect to k can be obtained
by utilizing this regularization term, and the width of each layer can be opti-
mized using SGD or other stochastic optimizers. Finally, we achieve pruning by
inserting the vector a to the feature map Fl:

F̂l = a⊙Fl, (6)

where F̂l is the pruned feature map, ⊙ is the element-wise product, and a is first
resized to have the same size of Fl.

3.3 Soft Top-k Operation with Smoothstep Function

When performing discrete top-k operation, we place 1 to the first k elements of
ã. Similarly, we use a smoothstep function [13] to generate values for soft relaxed
ã:

Smoothstep(x) =


0, if x ≤ −γ/2 + Clk,

− 2
γ3 (x− Clk)

3 + 3
2γ (x− Clk) +

1
2 ,

if − γ/2 + Clk ≤ x ≤ γ/2 + Clk,

1, if x ≥ γ/2 + Clk.

(7)
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In smoothstep function, γ controls the width of the soft relaxation. Clk represents
the center of the soft relaxation. Outside [−γ/2 + Clk, γ/2 + Clk], smoothstep
function performs binary rounding. We provide the comparison between smooth-
step function and naive binary masks in Fig. 2. The value of ãi = Smoothstep(i).
The soft version of a can be obtained by a = PT ã. Here, we abuse the notation
of ã and a for the soft relaxed mask vector.

To satisfy Eq. 3, we need Clk ≈
∑

ai. As a result, the center of the soft
window should be at Clk. Other functions like sigmoid(·) can also interpolate
between [0, 1]. We choose the smoothstep function since it provides a easy way to
control the width of soft relaxation. If Clk is close to Cl (when k is close to 1), the
soft range of ã is not symmetric any more on k. We adjust γ to round(Cl −Clk)
to ensure Clk ≈

∑
ai.

Binary values are often used to control open or close of a channel. However,
it is better to use soft relaxed values in certain circumstances. We apply soft
relaxation on the mask vector a for several reasons. In practice, it is hard for us
to generate k with discrete values, and discrete constraints on kCl dramatically
increase the difficulty for optimization. Thus, the generated k is within [0, 1]. If
only binary values are used, then kCl = 9.1 and kCl = 8.5 will produce the same
a. Soft relaxation can produce unique a when kCl = 9.1 or kCl = 8.5. Another
benefit of soft relaxation is that we can evaluate more channels compared to the
discrete settings. Let us first reindex the vector s as s̃ based on the monotone
decreasing order of s, then s̃ = P s, where P is a permutation matrix. Since a and
s have one-to-one correspondence, sorting a according to s can be represented
as ã = Pa.

3.4 Generating Width and Importance Score

To provide importance score s for each channel, we use a neural network gs to
learn it from the dataset:

S = gs(xs, Θs), (8)

where S = (s1, · · · , sL) is the collection of all scores across different layers, Θs are
learnable parameters of gs, and xs is the input of gs. Before training, we generate
xs randomly, and it is kept fixed during training. We can also use a learnable
xs, which results in similar performance. Previous pruning methods often use
a single parameter to control each channel, which can not obtain inter-channel
and inter-layer relationships. As a result, gs is designed to be composed with
GRU [4] and fully connected layers. Basically, we use GRU to capture inter-layer
relationships, and fully connected layers are for inter-channel relationships. The
additional computational costs introduced by gs is trivial, and it has little impact
to the training time. Since S is not directly involved in the forward computation,
we use straight-through gradient estimator [1] to calculate the gradients of it:
∂J
∂s = ∂J

∂a . We also want to emphasize that it’s crucial to use simgoid(·) as the
output activation for gs. Using absolute values [46] or other functions incurs much
larger errors when estimating the gradients. This is probably because simgoid(·)
better approximates binary values.
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Algorithm 1: Disentangled Differentiable Network Pruning

Input: D, p, λ, ρ, E, f ,
Freeze W in f .
Initialization: initialize xs and xk for gs and gk; randomly initialize Θs and
Θk

for e := 1 to E do
shuffle(D)
for a mini-batch (x, y) in D do

1. generate the width of each layer k from gk by using Eq. 9
2. generate the importance score of each layer S from gs using Eq. 8.
3. produce the soft mask vector ã with Eq. 7, and obtain a = PT ã
4. calculate gradients for Θs : ∂J

∂Θs
= ∂L

∂Θs
+ ρ ∂C

∂Θs
and

Θk : ∂J
∂Θk

= λ ∂R
∂Θk

+ ρ ∂C
∂Θk

separately.
5. update Θk and Θs with ADAM.

end

end
Pruning the model with resulting gk and gs, and finetune it.

We also use a neural network gk to generate the width for each layer:

k = gk(xk, Θk), (9)

where xk is the input to gk, Θk are parameters for gk, and k = [k1, · · · , kL] is a
vector contains width of all layers. The output activate function is the sigmoid
function again, since we need to restrict the range of k ∈ [0, 1]. gk is composed
with fully connected layers. In addition, like xs, xk is also generated randomly,
and it is kept fix when training gk.

3.5 The Proposed Algorithm

With techniques introduced in previous sections, we can start to prune the net-
work. The network pruning problem in our setting can be formulated as the
following problem:

min
Θk,Θs

J (Θk, Θs) =
{
L(f(x;A,W), y) + λR(T (k), pTtotal)

+ ρC(k,S)
}

(10)

where (x, y) is the input sample and its corresponding label, f(x;A,W) is a
CNN parameterized by W and controlled by A = [a1, · · · ,aL], R is the FLOPs
regularization term, T (k) is the FLOPs of the current sub-network, p is the
pruning rate, Ttotal is the total prunable FLOPs, J is the overall objective
function, C(k,S) is defined in Eq. 5, and ρ, λ are hyper-parameters for C, R
separately. We let R(x, y) = log(max(x, y)/y), which can quickly push R to
approach 0. Our objective function defined in Eq. 10 can be optimized efficiently
by using any stochastic gradient optimizer. Using learnable importance score
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produces quite strong empirical performance. If better learning mechanism for
importance score is designed, it can also be merged into our algorithm.

The overall algorithm is given in Algorithm 1. The input of Algorithm 1
are D: a dataset for pruning, p: the pruning rate defined in Eq. 10, λ and ρ:
hyper-parameter for R and C, f : a neural network to be pruned and E: the
number of pruning epochs. In order to facilitate pruning, we usually choose D
as a subset of the full training set. In step 4 of Algorithm 1, the gradients of Θk

and Θs are calculated separately because of C. This operation brings marginal
computational burden, since C and R are not depend on input samples. The
fine-tuning process is very time-consuming. As a result, we use the performance
of a sub-network within the pre-trained model to represent its quality. This
setup is used in many pruning methods, like AMC [17], and we freeze weights W
during pruning. When performing actual pruning, we round Clkl to its nearest
integer, and soft relaxation is not used. Instead, we use Eq. 2 to generate a,
which ensures that a ∈ {0, 1}. Like previous differentiable pruning works, our
method can be directly applied to pre-trained CNNs, which are flexible to use.
The overall flowchart of our method is shown in Fig. 1.

4 Connections to Previous Works

In this section, we will discuss the difference and connections of our methods
compared to previous works. To connect our method with previous work, we
can use an equality constraint to replace the regularization term in Eq. 10:

min
k,S

J (k,S) = L(f(x;a,W), y) + λR(T (k), pTtotal),

s.t. kl =
1

Cl

Cl∑
i=1

1
sli>0.5

(sli), l = 1, · · · , L. (11)

Here, we do not use gk and gs to simplify the analysis, and we also let
sl0 = 0.5 since we use sigmoid activation functions for gs. Eq. 11 is closely related

to Eq. 1. If we insert 1
Cl

∑Cl

i=1 1
sli>0.5

(sli) to every kl in T (k), we almost recover

Eq. 1. Compared to Eq. 10, Eq. 11 is more restrictive since it reduces the number
of parameters for pruning one layer from Cl + 1 to Cl, which is equivalent to
saying that disentangled pruning provides an extra degree of freedom compared
to previous works. This may explain why using independent parameterization
for importance and width achieves better empirical performance than previous
works. Also note that Eq. 11 corresponds to set ρ to ∞ in Eq. 10, and k is no
longer a validate variable. If we let ρ = 0, we have completely disentangled k and
S. But in this situation, the resulting k will be a trivial solution because it only
depends on R. From this perspective, the proposed method in Eq. 10 actually
interpolates between previous differentiable pruning works and the complete
disentangled formulation.
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Method Architecture Baseline Acc Pruned Acc ∆-Acc ↓ FLOPs

AMC [17]

ResNet-56

92.80% 91.90% −0.90% 50.0%
DCP [59] 93.80% 93.81% +0.01% 47.0%
CCP [41] 93.50% 93.42% −0.08% 52.6%
HRank [32] 93.26% 93.17% −0.09% 50.0%
LeGR [3] 93.90% 93.70% −0.20% 53.0%

DDNP (ours) 93.62% 93.83% +0.21% 51.0%

Uniform [59]

MobileNetV2

94.47% 94.17% −0.30% 26.0%
DCP [59] 94.47% 94.69% +0.22% 26.0%
MDP [10] 95.02% 95.14% +0.12% 28.7%
SCOP [49] 94.48% 94.24% −0.24% 40.3%

DDNP (ours) 94.58% 94.81% +0.23% 43.0%

Table 1. Comparison results on CIFAR-10 dataset with ResNet-56 and MobileNetV2.
∆-Acc represents the performance changes before and after model pruning. +/- indi-
cates increase or decrease compared to baseline results.

5 Experiments

5.1 Settings

Similar to many model compression works, CIFAR-10 [27] and ImageNet [6] are
used to evaluate the performance of our method. Our method uses p to control
the FLOPs budget. The detailed choices of p are listed in the supplementary
materials. The architectures of gs and gk are also provided in supplementary
materials. γ in Eq. 7 is chosen as round(0.1Cl). γ then depends on layer width
Cl, and it empirically works well.

Within the experiment section, our method is called as DDNP (D isentangled
D ifferentiable for N etwork Pruning). For CIFAR-10, we compare with other
methods on ResNet-56 and MobileNetV2. For ImageNet, we select ResNet-34,
ResNet-50, MobileNetV2 and MobileNetV3 small as our target models. The
reason we choose these models is because that ResNet [14], MobileNetV2 [45] and
MobileNetV3 [19] are much harder to prune than earlier models like AlexNet [28]
and VGG [48].

λ decides the regularization strength in our method. We choose λ = 2 in
all CIFAR-10 experiments and λ = 4 for all ImageNet experiments. We choose
ρ = 2 and t = 0.4 for both datasets. For CIFAR-10 models, we train ResNet-56
and MobileNet-V2 from scratch following PyTorch examples. After pruning, we
finetune the model for 160 epochs using SGD with a start learning rate of 0.1,
weight decay 0.0001, and momentum 0.9. For ImageNet models, we directly use
the pre-trained models released from pytorch [40]. After pruning, we finetune the
model for 100 epochs using SGD with an initial learning rate of 0.1, weight decay
0.0001, and momentum 0.9. For MobileNetV2 on ImageNet, we choose weight
decay as 0.00004 and use an initial learning rate of 0.05 with cosine annealing
learning rate scheduler, which is the same as the original paper [45]. Most settings
for MobileNetV3 small are the same as MobileNetV2. The difference is that
weight decay is reduced to 0.00001 following the original setting [19].

For training gk and gs, we use ADAM [26] optimizer with a constant learning
rate of 0.001 and train them for 200 epochs. We start pruning from the whole
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(a) Layer-wise width (p=0.5) (b) Layer-wise width (p=0.35)

Fig. 3. (a) and (b): Layer-wise width for two different pruning rates: p = 0.5/0.35. We
compare DDNP with differentiable pruning (DP) in both figures.

network. To achieve this, we add a constant bias to the sigmoid function in gk,
and we set it to 3.0. We randomly sample 2, 500 and 25, 000 samples from CIFAR-
10 and ImageNet, and they are used as the pruning subset D in Algorithm 1.
In the experiments, we found that a separate validation set is not necessary. All
samples in D come from the original training set. All codes are implemented
with pytorch [40].

5.2 CIFAR-10

We present comparison results on CIFAR-10 in Tab. 1. On ResNet-56, our
method achieves the largest performance gain (+0.21% ∆-Acc) compared to
other baselines. All methods prune around 50% of FLOPs, and LeGR has the
largest pruning rate. At this pruning rate, our method has obvious advantages
compared to other methods. Specifically, our method is 0.20% better than DCP
regarding ∆-Acc. Although DCP has the second best ∆-Acc, it has the lowest
FLOPs reduction rate. CCP and HRank have similar pruning rates and perfor-
mance, and our method outperforms them by around 0.30% in terms of ∆-Acc.
LeGR prunes more FLOPs than our method, but it has a much lower ∆-Acc
(−0.20% vs. +0.21%).

For MobileNetV2, our method achieves the best ∆-Acc and prunes most
FLOPs (+0.23% ∆-Acc and 43% FLOPs). SCOP prunes slightly less FLOPs,
and the performance of SCOP is also lower than our method (−0.24% vs. +0.23%
regarding ∆-Acc). Our method and DCP have similar performance, but our
method prunes 17% more FLOPs. In summary, the CIFAR-10 results demon-
strate that our method is an effective way for network pruning.

5.3 ImageNet Results

The ImageNet results are given in Tab. 2. We present both base and pruned
Top-1/Top-5 accuracy in the table.
ResNet-34. Our method achieves the best ∆ Top-1 and ∆ Top-5 accuracy
with ResNet-34. IE performs the second best regarding ∆ Top-1/∆ Top-5, but
it prunes much less FLOPs compared to other baselines. SCOP, FPGM, IE, and
our method have similar pruning rates. SCOP has the largest FLOPs reduction
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Method Architecture Base/Pruned Top-1 Base/Pruned Top-5 ∆ Top-1 ∆ Top-5 ↓ FLOPs

SFP [15]

ResNet-34

73.93%/71.84% 91.62%/89.70% −2.09% −1.92% 41.1%
IE [38] 73.31%/72.83% -/- −0.48% - 24.2%

FPGM [16] 73.92%/72.63% 91.62%/91.08% −1.29% −0.54% 41.1%
SCOP [49] 73.31%/72.62% 91.42%/90.98% −0.69% −0.44% 44.8%

DDNP (ours) 73.31%/73.03% 91.42%/91.23% −0.28% −0.19% 44.2%

DCP [59]

ResNet-50

76.01%/74.95% 92.93%/92.32% −1.06% −0.61% 55.6%
CCP [41] 76.15%/75.21% 92.87%/92.42% −0.94% −0.45% 54.1%

MetaPruning [33] 76.60%/75.40% -/- −1.20% - 51.2%
GBN [54] 75.85%/75.18% 92.67%/92.41% −0.67% −0.26% 55.1%
HRank [32] 76.15%/74.98% 92.87%/92.33% −1.17% −0.54% 43.8%
LeGR [3] 76.10%/75.30% -/- −0.80% - 54.0%
SCOP [49] 76.15%/75.26% 92.87%/92.53% −0.89% −0.34% 54.6%
GReg [50] 76.13%/75.36% -/- −0.77% - 56.7%
SRR [51] 76.13%/75.11% 92.86%/92.35% −1.02% −0.51% 55.1%
CC [31] 76.15%/75.59% 92.87%/92.64% −0.56% −0.13% 52.9%

DDNP (ours) 76.13%/75.89% 92.86%/92.90% −0.24% + 0.04% 55.0%

Uniform [45]

MobileNetV2

71.80%/69.80% 91.00%/89.60% −2.00% −1.40% 30.0%
AMC [17] 71.80%/70.80% -/- −1.00% - 30.0%
AGMC [55] 71.80%/70.87% -/- −0.93% - 30.0%

MetaPruning [33] 72.00%/71.20% -/- −0.80% - 30.7%
GFS [53] 72.00%/71.60% -/- −0.40% - 30.0%

DDNP (ours) 72.05%/72.20% 90.39%/90.51% +0.15% +0.12% 29.5%

Uniform [19]
MobileNetV3 small

67.50%/65.40% -/- −2.10% - 26.6%
GFS [53] 67.50%/65.80% -/- −1.70% - 23.5%

DDNP (ours) 67.67%/67.03% 87.40%/86.94% −0.64% −0.46% 24.5%

Table 2. Comparison results on ImageNet dataset with ResNet-34, ResNet-50, ResNet-
101 and MobileNetV2. ∆-Acc represents the performance changes before and after
model pruning. +/- indicates increase or decrease compared to baseline results.

rate, but the FLOPs gap between our method and SCOP is quite marginal (only
0.6%). Given similar pruning rates, our method outperforms other baselines by
at least 0.41% in terms of ∆ Top-1 accuracy.

ResNet-50. For ResNet-50, our method achieves the best pruned Top-1/Top-5
accuracy, and the reduction of FLOPs is also obvious. DCP prunes most FLOPs
among all comparison baselines. Our method is 0.84% better than DCP regard-
ing ∆ Top-1 accuracy while only removing 0.6% less FLOPs than it. The gap
between GBN and CC is around 0.09%, and they outperform other baselines.
Our method further improves the result of GBN and CC by 0.43% and 0.32%
with ∆ Top-1 accuracy. CC has the second best performance, but our method
prunes 2% more FLOPs than it. Notably, our method achieves no loss on Top-5
accuracy (+0.02%). Also notice that CC considers both channel pruning and
weight decomposition, introducing extra performance efficiency trade-off.

MobileNetV2. MoibleNetV2 is a computationally efficient model by design
that is harder to prune than ResNets. With this architecture, all methods prune
similar FLOPs within ranges between 29.5% to 30.7%. Our method obtains
72.20%/90.51% Top-1/Top-5 accuracy after pruning, and both of them are better
than all the other methods. Compared to the second best method GFS [53],
the Top-1/∆ Top-1 accuracy of our method is 0.60%/0.65% higher than it.
MetaPruning prunes most FLOPs, but the performance is lower than our method
by a large margin. AGMC improves the results of AMC, but the improvement
is not very significant.
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(a) DP baseline
(p = 0.5)

(b) Soft/Hard
(p = 0.5)

(c) gs architecture
(p = 0.5)

(d) Output func-
tions (p = 0.5)

(e) DP baseline
(p = 0.35)

(f) Soft/Hard
(p = 0.35)

(g) gs architecture
(p = 0.35)

(h) Output func-
tions (p = 0.35)

Fig. 4. (a,e): Comparisons of our method and the diferentiable pruning (DP) baseline.
(b,f): Comparisons of soft and hard setting for the top-k operation. (c,g): Performance
during pruning when using different architectures of gs. (d,h): Performance during
pruning when using different output functions of gs. We run each setting three times
and use shaded areas to represent variance. All experiments are done on CIFAR-10
with ResNet-56.

MobileNetV3 small. MobileNetV3 small is a tiny model with FLOPs of
around 64M. The uniform baseline prunes most FLOPs which is 3.1% and 2.1%
higher than GFS and our method, but the absolute FLOPs difference is small
(Uniform: 47M; GFS: 49M; Ours: 48.3M). Our method has significant advan-
tages on MobileNet-V3 small, and it is 1.23%/1.06% better than GFS on Top-
1/∆ Top-1 accuracy. GFS greedily selects neurons with the largest impact on
the loss starting from an empty set, and it performs well across multiple archi-
tectures. They argue that forward selection is better than backward elimination
with greedy selection. On the contrary, in our setting, disentangled pruning
can successfully discover good sub-networks starting from the whole model, es-
pecially for compact architectures. The superior performance of our method
demonstrates the advantage of disentangled pruning.

5.4 Impacts of Different Settings

In this section, we will demonstrate the effectiveness of different design choices.

We first build a differentiable pruning (DP) baseline by using the Gumbel-
sigmoid function. We then compare DP with our method in Fig. 4 (a,e). Our
method outperforms DP when p = 0.5 and p = 0.35. The advantage becomes
obvious when the pruning rate is large (p = 0.35). This observation suggests that
our method can discover better sub-networks than DP across different pruning
rates. We also visualize the layer-wise width in Fig. 3. An interesting observation
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is that, with different p, the relative order of width changes (like the first and
second block) with our method.

In Fig. 4 (b,f), we verify the effectiveness of soft top-k defined in section 3.3.
The hard setting refers to set γ = 0 in Eq. 7. From the figure, we can see that soft
top-k operation achieves better performance than the hard version. Moreover,
when the pruning rate is large, the effect of soft top-k becomes more clear (gap
around 5%). These results suggest soft top-k is preferred when disentangling the
learning of width and importance.

In Fig. 4 (c,g), we present results by varying the architecture of gs. We can see
that full gs (GRU+FC) has the best performance, followed by FC and channel-
wise importance score. The learning of importance may become difficult when
we use disentangled pruning (probably due to gradient calculations with STE),
and naive parametrization (one parameter per channel) lacks enough capacity
to efficiently capture inter-channel and inter-layer relationships. Using a model
with a larger capacity enables fast learning.

Finally, we compare different output functions of gs in Fig. 4. We compare
three different output functions: sigmoid function, absolute function and square
function. Recall that we use s and s̄ to represent the importance score and
unnormalized importance score (outputs before the final activation of gs). As
a result, importance score with sigmoid function, absolute function and square
function are defined as: s = sigmoid(s̄), sAF =| s̄ | and sSF = s̄2. From the
Fig. 4, it is clear that sigmoid(·) has the best performance, which indicates that
better alignment in the forward pass helps improve the quality of gradients when
learning importance scores.

6 Conclusion

In previous differentiable pruning works, width and channel importance are en-
tangled during the pruning process. Such a design is straightforward and easy
to use, but it restricts the potential search space during the pruning process.
To overcome this limitation, we propose to prune neural networks by disentan-
gling width and importance. To achieve such a disentanglement, we propose to
relax the hard constraint used in previous methods to a soft regularization term,
allowing independent parametrization of width and importance. We also relax
hard top-k to soft top-k with the smoothstep function. We further use an impor-
tance score generation network and a width network to facilitate the learning
process. Moreover, the design choices are empirically verified for our method.
The experimental results on CIFAR-10 and ImageNet demonstrate the strength
of our method.
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