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Abstract. Recently, Vision Transformer (ViT) has continuously estab-
lished new milestones in the computer vision field, while the high com-
putation and memory cost makes its propagation in industrial produc-
tion difficult. Considering the computation complexity, the internal data
pattern of ViTs, and the edge device deployment, we propose a latency-
aware soft token pruning framework, SPViT, which can be set up on
vanilla Transformers of both flatten and hierarchical structures, such as
DeiTs and Swin-Transformers (Swin). More concretely, we design a dy-
namic attention-based multi-head token selector, which is a lightweight
module for adaptive instance-wise token selection. We further introduce
a soft pruning technique, which integrates the less informative tokens
chosen by the selector module into a package token rather than dis-
carding them completely. SPViT is bound to the trade-off between ac-
curacy and latency requirements of specific edge devices through our
proposed latency-aware training strategy. Experiment results show that
SPViT significantly reduces the computation cost of ViTs with compara-
ble performance on image classification. Moreover, SPViT can guarantee
the identified model meets the latency specifications of mobile devices
and FPGA, and even achieve the real-time execution of DeiT-T on mo-
bile devices. For example, SPViT reduces the latency of DeiT-T to 26
ms (26%∼41% superior to existing works) on the mobile device with
0.25%∼4% higher top-1 accuracy on ImageNet. Our code is released at
https://github.com/PeiyanFlying/SPViT

Keywords: Vision Transformer; Model Compression; Hardware Accel-
eration; Mobile Devices; FPGA

1 Introduction

Recently, a new trend of leveraging Transformer architecture [80] into the com-
puter vision domain has emerged [38,13,41,21,90,109,33,75]. The Vision Trans-
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Model Latency	(ms) Top-1	Acc.	(%)
SP_LV-ViT-M 152 83.71
SP_LV-ViT-S 89	 83.10
SP_DeiT-S_a 85	 79.80
SP_DeiT-S_b 60	 79.34
SP_DeiT-320_a 47	 78.65
SP_DeiT-320_b 38 77.02
SP_DeiT-256 36	 76.87
SP_DeiT-T_a 33 72.20
SP_DeiT-T_b 26 72.10

Fig. 1: Comparison of different pruning methods with various accuracy-latency
trade-offs. We can increase the accuracy of light weight models at similar latency,
and expedite larger models with negligible decrease of accuracy. Models are
tested on Samsung Galaxy S20.

former (ViT), which solely exploits the self-attention mechanism that inherits
from the Transformer architecture, has set up many state-of-the-art (SOTA)
records in image classifications [22,79,7], object detection [3,19,1,60], track-
ing [15,91,59], semantic segmentation [110,16], depth estimation [94,45], image
retrieval [23], and image enhancement [93,8,50]. However, despite the impres-
sive general results, ViTs have sacrificed lightweight model capacity, portability,
and trainability in return for high accuracy. The mass amount of computations
brought by operations (e.g. Conv, MatMul, Add) in existing models remains a
setback for edge device deployment.

Pruning has been proved as the one of the most effective meth-
ods to reduce network dimensions in convolution-based neural net-
works [70,101,57,47,107,62,72,52,108,11,36,55,54,4]. However, when huge amount
of AI-powered applications are benefiting from the network pruning ad-
vantages [63,51,53,99,98,30,77,17,56,100,44,26,25,27], the applications of self-
attention-based neural network pruning remain scarce [32,74,43,81,61]. There
still exists a gap between the actual device deployment and acceleration in the
ViT pruning frameworks. For instance, attention head pruning [12] performs
weight pruning on the transformation matrix (WQ, WK , WV ) before the multi-
head self-attention (MSA) operation. It is an inefficient way for computation
reduction because only part of the ViT computations (i.e., MSA) can be alle-
viated (see Sec. 3 for justification). In a lightweight model, head pruning can-
not guarantee an ideal pruning rate without significant accuracy deterioration.
Static token pruning [69] reduces the number of input tokens by a fixed ratio
for different images, which restricts the image pruning rate, ignoring the fact
that the high-level information of each image varies both in the region size and
location. Furthermore, it is difficult for the deployment on edge devices since
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Fig. 2: Overall workflow. Bottom figure: Token selector is inserted multiple times
throughout the model, along with the token packaging technique to generate a
package token from the less informative tokens. The package token is concate-
nated with the informative tokens to be fed in the following transformer blocks.
Upper figure: Our attention-based multi-head token selector to obtain token
scores for keep/prune decisions.

newly introduced operations (e.g., Argsort) are currently not well supported by
many frameworks [66]. In contrast, dynamic token pruning [64] deletes redun-
dant tokens based on the inherent image characteristics to achieve a per-image
adaptive pruning rate. However, this method implies a potentially huge search
space, which will easily cause a limited overall pruning rate or undermined accu-
racy if the token selection mechanism is not carefully designed. In addition, the
pruning mechanism in [64] unreservedly discards less informative tokens, which
results in the loss of the informative part of the removed tokens.

In this paper, we manage to overcome the above limitations. Specifically,
as shown in Fig. 2, we propose a latency-aware Soft Pruning framework
(SPViT), which simultaneously optimizes ViT accuracy and maximizes per-
image dynamic pruning rate while maintaining actual computation constraints
on edge devices. In ViT, each head encodes the visual receptive field indepen-
dently [64,35,58], which implies that each token has a different influence in dif-
ferent heads [22,106,96,29]. We thus propose a token selector to evaluate the
importance score of each token based on its characteristic statistics in all heads.
Then, through an attention-based branch [37] in the selector, we calculate the
weighted sum of each score to obtain the final score of a token, which determines
whether the token should be pruned. With the token selector, all tokens gener-
ated from the input images can be precisely ranked and pruned based on their
importance scores and thus achieving a high overall pruning rate.

The token representations [84,87,10,5] in early and middle layers are insuf-
ficiently encoded, which makes token pruning quite difficult. To mitigate the
challenge, we introduce a package token technique, which compresses the less-
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informative tokens, picked out by the token selector, into a package token. Then,
we concatenate the package token to the remaining tokens for subsequent blocks.
On the one hand, although informative tokens may be discarded due to the poor
encoding ability in earlier blocks of ViT [89], this error will be partly corrected
by the residual information stored in the package token. On the other hand,
background features can help emphasize foreground features [92]. Completely re-
moving less informative (negative) tokens will weaken the ability of self-attention
to capture key information. Therefore, the package token can serve as a way to
help preserve background features. By adding minimal computation cost, the
token pruning rate can be increased significantly.

In addition, we elaborate a latency-aware training strategy, which consists of
two parts: latency-aware loss function and layer-to-phase progressive training.
The former bridges the token pruning rates with latency specifications of diverse
edge devices. The latter indicates that we progressively insert one selector in
each block and train the new selector under the latency budget of the target
device. Next, we group adjacent blocks with similar pruning rates into a phase,
keep the first selector in this phase and remove others. While maintaining high
accuracy, it can search for the appropriate pruning rate for each block and the
desired insertion position of the selector. Fig. 1 shows the on device performance
of our model compared with other pruned or scaled models.

Our contributions are summarized as follows:

– We provide a detailed analysis on the computational complexity of ViT and
different compression strategies. Based on our analysis, token pruning holds a
greater computation reduction compared to the compression of other dimen-
sions.

– Considering the vision pattern inside ViT, we propose SPViT, a novel method
which includes the attention-based multi-head token selector and the to-
ken packaging technique to achieve per-image adaptive pruning. We design
a latency-aware training strategy, which efficiently explores the SPViT de-
sign space given the hardware latency budget, and maximizes the per-image
pruning rate without any accuracy degradation.

– SPViT enables a higher pruning rate than other state-of-the-art with compa-
rable accuracy. For lightweight models, SPViT allows the DeiT-S and DeiT-T
to reduce inference latency by 40%-60% within 0.5% accuracy loss. It can fur-
ther generate more efficient PiTs and Swins with negligible performance drops.
In particular, SPViT is superior in the compression of lightweight models.

– We demonstrate a real-time realization of DeiT-T on mobile phones (e.g., 26
ms on a Samsung Galaxy S20) and DeiT-S on a Xilinx FPGA (13.2 ms on
a Xilinx ZCU102). To the best of our knowledge, it is the first time that the
ViT models perform inference on the edge devices beyond real-time6.

6 Real-time inference usually means 30 frames per second, which is approximately 33
ms/image.
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2 Related Work

Vision Transformers. ViT [22] is a pioneering work that uses only a Trans-
former to solve various vision tasks. Compared to traditional CNN struc-
tures, ViT allows all the positions in an image to interact through trans-
former blocks, whereas CNNs operate on a fixed-sized window with restricted
spatial interactions, which can have trouble capturing relations at the pixel
level in both spatial and time domains [68]. Since then, many variants have
been proposed [31,49,102,83,34,86,9,76,24,48,82,2]. For example, DeiT [79], T2T-
ViT [103] and Mixer [14] tackle the data-inefficiency problem in ViT by training
only with ImageNet. PiT [35] replaces the uniform structure of Transformer with
depth-wise convolution pooling layer to reduce spacial dimension and increase
channel dimension. LV-ViT [40] introduces a token labeling method to improve
training. PS-ViT [105] applied progressive sampled tokens.
Efficient ViT. The huge memory usage and computation cost of the self-
attention mechanism serve as the roadblock to the efficient deployment of ViT
models on edge devices. Many works aim at accelerating the inference speed of
ViT [6]. For instance, S2ViTE [12] prunes token and attention head in a struc-
tured way via sparse training. VTP [112] reduces the input feature dimension
by learning their associated importance scores with L1 regularization. IA-RED2

[64] drops redundant tokens with a multi-head interpreter. PS-ViT (T2T) [78]
discards useless patches in a top-down paradigm. DynamicViT [69] removes re-
dundant tokens by estimating their importance score with a MLP [80] based
prediction module. Evo-ViT [89] develops a slow-fast token evolution method
to preserve more image information during pruning. TokenLearner [73] and
PATCHMERGER [71] uses spatial attention to generate a small set of token
vectors adaptive to the input. However, to the best of our knowledge, our idea
of considering actual edge device deployment and acceleration has not been in-
vestigated by any existing ViT pruning methods.

3 Computational Complexity Analysis

Given an input sequence N×D, where N is the input sequence length
or the token number and D is the embedding dimension [79] of each to-
ken, some works [64,112] address the computational complexity of ViT as
(12ND2+2N2D). However, D represents different dimensions and should be
written as (4NDchDattn+2N2Dattn+8NDchDfc). Neglecting the difference may
cause misleading conclusions, especially when analyzing the validity of pruning
methods such as token pruning and dimension pruning.

Table 1 shows an analysis of each operation in a Transformer block. There are
three main branches of ViT pruning. (i) Token channel pruning: The sequence
tokens are pruned along Dch dimension. Dch is non-transmissible, which means
reducing input dimension only affects the computation of the current matrix
multiplication. To reduce computation for all layers, a mask layer is added to
multiply with the input before going through the linear layer [112]. (ii) Token
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Table 1: The computational complexity of each operation in a ViT block. The
input N×Dch goes through three linear transformation layers with Dch×Dattn

to generate Query (Q), Key (K), and Value (V ) matrices of size N×Dattn. N is
transitive, while Dch is not.

# Module Input Size Operation Layer Size Output Size Computation

①

MSA

N ×Dch Linear Transformation Dch ×Dattn N ×Dattn NDchDattn × 3

② N ×Dattn Q Multiplying KT - N ×N N2Dattn

③ N ×N Multiplying V - N ×Dattn N2Dattn

④ N ×Dattn Projection Dattn ×Dch N ×Dch NDattnDch

⑤
FNN

N ×Dch FC Layer Dch × 4Dfc N × 4Dfc 4NDchDfc

⑥ N × 4Dfc FC Layer 4Dfc ×Dch N ×Dch 4NDfcDch

Total Computational Complexity
4NDchDattn+

2N2Dattn + 8NDchDfc

pruning: N is transitive, so directly pruning tokens will contribute to the lin-
early or even quadratically (N2 in ② and ③) reduction of all operations. (iii)
Attention head pruning (or attention channel pruning): The pruning operations
are performed on weight tensors of each attention head in the MSA module.
However, only the Dattn in the MSA module can be counted towards computa-
tion reduction, which usually contributes less than 40% of the total computation
in most ViT architectures. Therefore, with the same pruning rate, pruning to-
kens (reducing N) can reduce more overall computation than pruning channels
(reducing Dch or Dattn).

4 Latency-Aware Soft Pruning

In this section, we first introduce our soft token pruning framework. Then, we
show an elaborate design of each module. Finally, we give a detailed discussion
of our latency-aware training strategy.

4.1 Framework Overview

Our soft pruning framework includes a token selector and a token packaging
technique. We propose a hierarchical pruning scheme, where these two modules
are inserted between multiple blocks throughout the model. As shown in Fig. 2,
the input token sequence first goes through a token selector, where each token
is scored and defined as either informative or less informative. After that, less
informative tokens are separated from the sequence and integrated into a package
token. This package token then concatenates to the informative tokens to involve
in subsequent calculations in the blocks. In the next phase, a newly generated
package token will connect with the existing package token.

For ViT training with our framework, we devise a latency-aware sparsity loss
for the hardware’s maximum computation bandwidth. We perform a layer-to-
phase progressive training schedule to compress the search space, where model
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Input Head 1 Head 2 Head 3 Head 4 Head 5 Head 6

Fig. 3: Heatmaps showing the informa-
tive region detected by each head in
DeiT-T. Each attention head focuses
on encoding different image features
and visual receptive fields.

Fig. 4: The CKA between the final CLS
token and other tokens.

accuracy optimization and hardware computation reduction can be simultane-
ously achieved. The overall framework is hardware friendly with no unsupported
operations and miniature computation cost.

Multi-head Token Selector. We propose a fine-grained approach to evaluate
token scores. As shown in Fig. 3, in ViT’s multi-head vision pattern, each head
focus on encoding different features and respective fields of an image. This implies
that the importance of each token towards each head is different. Our multi-head
selector generates a list of token scores for each head. Let one head dimension
be d=C/H, where C is the input dimension and H is the number of head. We
split the input X∈RN×C by the number of attention head into {xi}Hi=1∈RN×d,

and obtain local f local
i and global fglobal

i features separately through an MLP
layer with a pipeline of LayerNorm→Linear(d, d/2)→GELU :

f local
i = MLP(xi) ∈ RN×d/2, (1)

fglobal
i = AvgPool(MLP(xi), D) ∈ R1×d/2, (2)

where D is the keep/prune decision of the current tokens evaluated by

Eq. (7). We then pass the combined feature fi=[f local
i , fglobal

i ]∈RN×d through
a MLP pipeline of Linear(d, d/2)→GELU→Linear(d/2, d/4)→GELU→
Linear(d/4, 2) to produce a series of token score maps {ti}Hi=1∈RN×2, with ti
indicating the token score from each attention head:

ti = Softmax(MLP(fi)) ∈ RN×2, (3)

where N×2 represents the keep and prune probabilities of N number of tokens.

Head Attention Branch. We merge the individual score maps by the weights
of each attention head to get the overall token score. As shown in Fig. 2, we add
an attention-based branch along the selector backbone to synthesis the impor-
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tance of each head:

X̄ = AvgPool(X) = Concat{ 1

C

C∑
i=1

xi}Hj=1 ∈ RN×H , (4)

A = Sigmoid(Linear(GeLU(Linear(X̄)))) ∈ RN×H , (5)

where X̄ is a head-wise statistic generated by shrinking X through
its channel dimension C with global average pooling. In Eq. (5), the
attention head score vector A is obtained by feeding X̄ into the
Linear(H,H/2)→GeLU→Linear(H/2, H)→Sigmoid pipeline to fully capture
head-wise dependencies. The overall token score is calculated by adding the to-
ken scores from each individual attention head, multiplying by their individual
head score {ai}Hi=1∈RN×1:

T̃ =

∑H
i=1 ti ∗ ai∑H

i=1 ai
∈ RN×2, (6)

where T̃ is the final token probability score. To make the token removing
differentiable, we apply the Gumbel-Softmax technique to generate the token
keep/prune decision during training:

D = GumbelSoftmax(T̃ ) ∈ {0, 1}N . (7)

Next, D passes on to the following layers until reaching the next token selector,
where it will be updated by applying Hadamard product with the new token
keep decision D ⊙D′ during our hierarchical pruning scheme.

Self-attention matrices-based methods [46,89] usually require sorting and
evaluating the importance of tokens by a Top-k operation, which is currently
not supported in many frameworks for edge devices [66]. On the contrary, our
selector generates binary matrices with the help of gumble softmax and FC layers
to perform pruning instead of Top-k ordering. For hardware efficiency, our token
selector mainly leverages the FC layers to reuse the GEMM hardware engine
already built for the backbone ViT.

4.2 Token Packaging Technique

As discussed before, ViT is less accurate for evaluating token values in ear-
lier blocks. Poor scoring may cause important tokens to be removed. Moreover,
completely removing background (negative) tokens will weaken self-attention’s
ability to capture key information [92]. Instead of completely discarding tokens
that are considered less informative, we apply a token packaging technique that
integrates them into a package token. Assume there are Q less informative tokens
X̂ = {ni}Qi=1, ni ∈ RC , along with their token scores T̂ = {mi}Qi=1, mi ∈ R2

These tokens are combined into one token by:

P =

∑Q
i=1 ni ·mi[0]∑Q

i=1 mi[0]
∈ RC , (8)



SPViT 9

Table 2: Latency of one DeiT block on the Xilinx ZCU102 FPGA board.

Pruning Rate 0.0 0.1 0.2 0.3 0.4 0.5

DeiT-T Latency (ms) 0.689 0.630 0.587 0.509 0.468 0.424
DeiT-S Latency (ms) 2.107 1.891 1.710 1.503 1.315 1.121

where P is the package token;mi[0] is the probability of keeping the token. Token
P will participate in the subsequent calculations along with the informative
tokens, enabling the model to correct scoring mistakes. Our overall framework
is efficient, with miniature computation cost (less than 1% of the total model
GFLOPs). All the operations (MLP, Softmax, Pooling, Sigmoid, etc.) are well
supported on edge platforms.

4.3 Latency-Aware Training Strategy

Our latency-aware training strategy includes two parts: (1) the training objective
where we introduce the latency-aware sparsity loss to obtain the pruning rate of
token constrained by the latency specifications of the target devices; (2) the layer-
to-phase progressive training schedule by which we can determine the location
of inserted selectors and their suitable pruning rates.
Latency-Sparsity Table. In order to bridge the inference of ViT model pro-
duced by SPViT to the actual latency bound of hardware operation, we measure
the latency-sparsity table of the target device, shown in Table 2. Note that the
computation amount of one selector is less than 1% of one ViT block and the
specific latency can be disregarded.
Latency-Aware Sparsity Loss. Based on the relationship between the prun-
ing rate and latency in Table 2, we introduce a latency-aware sparsity loss £ratio:

Block lat(ρi) = latency sparsity table(ρi), (9)

L∑
i=1

Block lat(ρi) ≤ LatencyLimit, (10)

£ratio =

L∑
i=1

(1− ρi −
1

B

B∑
b=1

N∑
j=1

Di,b
j )2, (11)

where Eq. (9) is a look-up-table which aims to find the latency of one block
Block lat under the corresponding ratio ρi with Table 2. Eq. (10) guarantees
that the inference latency of the model should be under the limit of target
edge devices after token pruning. LatencyLimit is the latency constraints of the
target device. With i being the block index, ρi is the corresponding pruning
rate. Through Eq. (9) and (10), we derive appropriate ρi and feed it to the final
sparsity loss (11), where B is the training batch size, and Di,∗

∗ (Eq. (7)) is token
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keep decision. In order to achieve per-image adaptive pruning, we set the average
pruning rate of all images in one batch as the convergence target of the Eq. (11).
Training Objective. It includes the standard cross-entropy loss, soft distilla-
tion loss, and latency-aware sparsity loss. The former two are the same as the
loss strategy used in DeiT [79].

£ = £cls + λKL£KL + λdistill£distill + λratio£ratio, (12)

where we set λKL=0.5, λdistill=0.5, λratio=2 in all our experiments.
Layer-to-Phase Progressive Training Schedule. Based on [111], we assume
that the final CLS token is strongly correlated with classification. And we use
centered kernel alignment (CKA) similarity [42] to calculate the similarity of the
token features in each block and the final CLS token. As shown in Fig. 4, the
final CLS token feature is quite different from token features in earlier blocks. It
shows that the representations in earlier blocks are encoded inadequately, which
proves the difficulty of pruning tokens in the earlier blocks. Combined with
this encoding pattern, we design a latency-aware progressive training strategy
to find the optimal accuracy-pruning rate trade-offs and proper locations for
token selectors. In a ViT, tokens can be more effectively encoded in later blocks.
Hence, we adopt progressive training on the token selector from later blocks
to earlier ones. Specifically, each time we insert a token selector, we train the
current selector and finetune the other parts (backbone and other selectors)
by increasing the pruning rate of the current block until accuracy decreases
noticeably (> 0.5%). We repeat the insertion until there is one selector for each
block. Then if the adjacent selectors have a similar pruning rate (difference<
8.5%), we combine them as one selection phase and solely keep the first selector
of the phase. Finally, if the final computations are lower than the target latency
of specific edge devices, we reduce the pruning rate of the first selector. This is
because we observe that earlier blocks are more sensitive to pruning.

5 Experiments

Datasets and Implementation Details. Our experiments are conducted on
ImageNet-1K [20] with different backbones including DeiT-T, DeiT-S [79]; LV-
ViT-S, LV-ViT-M [40]; PiT-T, PiT-XS, PiT-S [35]; Swin-T, Swin-S [49]. The im-
age resolution is 224×224. We follow most of the training settings as in DeiT and
train all backbone models for 60 epochs. Through our layer-to-phase training, we
observe that inserting three token pruning selectors is best for the computation-
accuracy tradeoff. For DeiT-T/S, we insert the token selector after the 3rd, 6th,
and 9th layers. For LV-ViT-S, we insert the token selector after the 4th, 8th,
and 12th layers. For LV-ViT-M, we insert the token selector after the 5th, 10th,
and 15th layers. For PiT-T/XS/S, we insert the token selector after the 1st, 5th,
and 10th layers. For Swin-T/S, we insert the token selector after each patch
merging layer at the 2nd, 3rd, and 4th stage. Our batch size is 256 for DeiT-T,
DeiT-S, and LV-ViT-S; and 128 for LV-ViT-M, PiT-T, PiT-XS, and PiT-S. We
set an initial learning rate to be 5e-4 for the soft pruning module and 5e-6 for
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Model GFLOPs Top-1	Acc.	(%)
SP_LV-ViT-M 7.32 83.71

SP_LV-ViT-S 4.28 83.10

SP_DeiT-S_a 3.86 79.80

SP_DeiT-S_b 2.64 79.34

SP_DeiT-320_a 2.00 78.65

SP_DeiT-320_b 1.31 77.02

SP_DeiT-256 1.29 76.87

SP_DeiT-T_a 1.00 72.20

SP_DeiT-T_b 0.90 72.10

SP_DeiT-T_a

SP_DeiT-S_b

SP_LV-ViT-S
SP_LV-ViT-M

DeiT-S

Dy_LV-ViT-S
LV-ViT-S

Dynamic_LV-M LV-ViT-M

DeiT-160

DeiT-160

DeiT-T

S"ViTE-T

S"ViTE-S

IA-RED"-S
Dy_DeiT-S

DeiT-288

SP_DeiT-S_a

SP_DeiT-256

SP_DeiT-320_b

DeiT-320

DeiT-256

SP_DeiT-320_a

SP_DeiT-T_b

NViT-T

UP-DeiT-T

MD-DeiT-T
PVT-Tiny

T2T-ViT-10

ATS+DeiT/258

HVT-S-1

DeiT-B

ATS+CvT-21/384

RegNetY-16G

CvT-13/384Swin-B

T2T-ViT-24

TNT-B

ATS+CvT-13/384

VTP
Evo-ViT

T2T-ViT-19

Swin-S

RegNetY-8G

CvT-21/224

CoaT Mini

PVT-MCrossViT-S

T2T-ViT-14

ATS+CvT-21

NViT-SSwin-T

CvT-13/224

CPVT-Small-GAP
MD-DeiT-S

PS-ViT

EViT-S

UVC-S

Fig. 5: Computation (GFLOPs) and top-1 accuracy trade-offs on ImageNet. Our
models can achieve better trade-offs compared to other pruned or scaled models.

the backbone. The final model has three token selectors. All models are trained
on 8 NVIDIA A100-SXM4-40GB GPUs. The latency is measured on a Samsung
Galaxy S20 cell phone that has Snapdragon 865 processor, which consists of an
Octa-core Kryo 585 CPU.

5.1 Experimental Results

Main Results.We compare our method with several representative methods in-
cluding DynamicViT [69], IA-RED2 [64], RegNetY [67], CrossViT [7], VTP [112],
ATS [28], CvT [85], PVT [83], T2T-ViT [104], UP-DeiT [95], PS-ViT [78], Evo-
ViT [89], TNT [34], HVT [65], Swin [49], CoaT [88], CPVT [18], EViT [46],
UVC [97], MD-DeiT [39],and S2ViTE [12]. Fig. 5 demonstrates that our mod-
els achieve better accuracy-computation trade-offs compared to other pruned
or scaled models. Our SPViT reduces the computation cost by 31%∼43% for
various backbones with negligible 0.1%∼0.5% accuracy degradation, which out-
performs existing methods on both accuracy and efficiency. On lightweight ViT,
DeiT-T, the proposed SPViT still reduces GFLOPs by 31% with a negligible
0.1% decrease of accuracy (72.10% vs. 72.20%). To explore model scaling on ViT,
we train more DeiT models with the embedding dimension of 160/256/288/320
as our baselines. On DeiT-T and DeiT-S under the same or similar GFLOPs,
the accuracy improvement of SPViT over DeiT-160 is 4% (72.1% vs. 68.1% with
∼ 0.9 GFLOPs), 4.67% (76.87% vs. 72.20% with ∼1.3 GFLOPs) of SPViT-256
over DeiT-T-192, 4.82% (77.02% vs. 72.20% with ∼1.3 GFLOPs) of SPViT-320
over DeiT-T-192, and 0.81% (79.34% vs. 78.53% with ∼2.65 GFLOPs) of SPViT
over DeiT-S-288. Additionally, our method can prune up to 23.1% on DeiT-T
and 16.1% on DeiT-S without any accuracy degradation.
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Table 3: Evaluation results on Hierar-
chical Architectures with SPViT.

Model GFLOPs Top1 Acc (%)

Swin-S 8.70 83.20
SPViT (Ours) 6.35 (26.4% ↓) 82.71 (0.49% ↓)

Swin-T 4.50 81.20
SPViT (Ours) 3.47 (23.0% ↓) 80.70 (0.50% ↓)

PiT-S 2.90 80.90
SPViT (Ours) 2.22 (23.3% ↓) 80.32 (0.58% ↓)

PiT-XS 1.40 78.10
SPViT (Ours) 1.13 (18.7% ↓) 77.86 (0.24% ↓)

Table 4: Evaluation results on Samsung
Galaxy S20 with Snapdragon 865 pro-
cessor and Xilinx ZCU102 FPGA board.
Model Method Top-1 Acc. (%) Latency (ms)

Samsung Galaxy S20

DeiT-T
Baseline 72.20 44
SPViT (Ours) 72.10 26

DeiT-S
Baseline 79.80 113
SPViT (Ours) 79.34 60

Xilinx ZCU102 FPGA

DeiT-T
Baseline 72.20 8.81
SPViT (Ours) 72.10 5.60

DeiT-S
Baseline 79.80 22.31
SPViT (Ours) 79.34 13.23

Results on Hierarchical Architectures. We also perform SPViT on
lightweight hierarchical ViTs: Swin-Transformer and PiT, and present the re-
sults in Table 3. Our SPViT reduces the computation cost by 23%∼27% for
Swin with a slight accuracy degradation of 0.4%∼0.5%, and by 18%∼24% for
PiT with a degradation of 0.2%∼0.6%. Even though Swin has scaled down the
computation complexity to O(N) through window-based self-attention, and PiT
is already a lightweight ViT model, we still can achieve a fair amount of com-
pression while keeping the accuracy intact.

5.2 Deployment on Edge Devices

To evaluate the hardware performance, we implement a framework that runs
the ViT model on edge devices. The evaluation is conducted on a Samsung
Galaxy S20 cell phone that has a Snapdragon 865 processor, which consists of
an Octa-core Kryo 585 CPU carrying high performance with good power effi-
ciency. We use all eight cores on mobile CPUs. We report the average latency of
over 100 inferences. As shown in Fig. 1, our method outperforms existing prun-
ing methods on both latency and accuracy. The deficiencies of other methods
mainly lie in three categories: limited pruning capability (low pruning rate) [64],
non-optimal pruning dimension (number of heads) [12], and less efficient oper-
ators (e.g., Argsort.) [69]. As shown in Table 4, on the one hand, our models
can outperform lightweight models such as DeiT-T by up to 4.8% under similar
latency. On the other hand, we are able to reduce the latency of larger mod-
els such as DeiT-S by up to 47% (60ms vs. 113ms) with only 0.46% decrease
of accuracy. Especially, for DeiT-T, we achieve 26 ms per inference on mobile
CPUs, which meets the real-time requirement. As far as we know, this is the
first demonstration of ViT inference over 30 fps on edge devices.

Additionally, SPViT is evaluated on an embedded FPGA platform, Xilinx
ZCU102. To maintain the model accuracy on hardware, 16-bit fixed-point preci-
sion is adopted to represent all the model parameters and activation data. The
comparison results with baseline models are shown in Table 4. In addition to the
total latency, the average latency of the multi-head attention and MLP modules
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Fig. 6: Visualization of each pruning phase. In the 1st phase, the selector removes
part of the background. In the 2nd phase, it targets the object of interest closely.
In the 3rd phase, it localizes the informative features of the objects. The top right
corner of each image shows the pruning rate after each phase.

Table 5: Token selector num-
ber/location evaluation on DeiT-S.
Location Params (M) GFLOPs Top-1 Acc. (%)

3-6-9 22.13 2.65 79.34
1-6-9 22.13 2.70 76.10
3-6-11 22.13 2.72 78.76
6-9 22.10 2.71 78.53
3-5-7-9 22.16 2.66 79.34

Table 6: Comparison of different
pruning methods.

Model Method GFLOPs Top-1 Acc. (%)

Random 0.90 69.87
DeiT-T Structure 0.90 70.32

Token selector 0.90 72.10

Random 2.64 77.25
DeiT-S Structure 2.64 77.86

Token selector 2.64 79.34

Phase 1 Phase 2 Phase 3

Accuracy

Sparsity

20

40

60

80

100

0

Token Sparsity (%
)

Fig. 7: The accuracy and the token spar-
sity distribution after the Layer-to-Phase
Progressive Training. We do the insertion
behind the Blockindex. Our final phase
plan is demonstrated above.

in each model is listed. Compared with the baseline, DeiT-T and DeiT-S, SPViT
could achieve 1.57× and 1.69× acceleration in the total latency, respectively.

5.3 Token Pruning Visualization

We further visualize the hierarchical token reduction process of SPViT within
Fig. 6. We show the input images along with their sparsification results after each
phase. The masked regions represent the tokens that have been soft pruned. Our
SPViT can gradually drop less informative tokens and preserve the tokens that
contain representative regions with an adaptive pruning rate for each image.

5.4 Ablation Analysis

Token Selector Number and Location. After progressive training (each
selector is fine-tuned by 25 epochs), we can get the pruning rate of each block as
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shown in Fig. 7. Based on the trend of the figure, we can divide the evolution of
the pruning rate into 2 phases, 3 phases, and 4 phases. We keep the appropriate
selectors accordingly and re-finetuning the whole model. In Table 5, the 3-6-9
division style has the highest accuracy and the lowest computation cost, just
like 3-5-7-9. According to the test on Samsung Galaxy S20, each selector and
corresponding package token will introduce a delay of 1.67 ms, so we choose 3-6-9
as the best. For another 3-phase style, 1-6-9, the accuracy and computation cost
are both not ideal. This shows that due to insufficient encoding, it is difficult to
perform token pruning in the earlier blocks of ViTs. Meanwhile, for the 3-6-11
style, both the accuracy and computation cost are slightly inferior to the 3-6-9
style. The possible reason is the pruning rate of the second phase should be
smaller than the third phase and the coverage of the second phase is too wide.
As a result, there is still a lot of redundancy in the tokens of the third phase,
restricting the accuracy and computation efficiency of the model at the same
time. Furthermore, because of a similar reason, the 2-phase style, 3-6, cannot
achieve a better trade-off between accuracy and the computation cost.
Comparison of Different Pruning Methods To further prove the effective-
ness of our score-based dynamic token pruning method, we compare with some
general pruning methods: random pruning and structure pruning. For random
pruning, we randomly remove the input token, neglecting the token importance.
For structure pruning, we prune the input feature map by dimension, which will
impair every token. Results are shown in Table 6. Under the same computa-
tional complexities (0.9 GFLOPs for DeiT-T and 2.64 GFLOPs for DeiT-S), our
proposed method achieves the best accuracy.

5.5 Limitations

For the algorithm design, it might be more effective to combine our framework
with the weight pruning strategy for larger ViTs. For the hardware deployment,
large amounts of data movement bring much pressure to the memory due to
multiple blocks and many intermediate results, which will be optimized in our
further work.

6 Conclusion

In this paper, we propose a dynamic, latency-aware soft token pruning framework
called SPViT. Our attention-based multi-head token selector and token packag-
ing technique, along with the latency-aware training strategy can well balance
the tradeoff between accuracy and specific hardware constraints. We deploy our
model on mobile and FPGA, which both meet the real-time requirement.
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