Supplementary material for “HIVE: Evaluating the
Human Interpretability of Visual Explanations”

In this document, we provide additional details on some sections of the main
paper. Code is available at https://princetonvisualai.github.io/HIVE.

Section [Ak We provide more information on the evaluation tasks.

Section We provide more information on the four evaluated methods and
the modifications we made to their original explanation form.

Section [C}: We provide more information about our human studies.

Section [Di We report additional results and analyses.

e Section We supplement Section 5.2 of the main paper and discuss the
agreement study results with vs. without examples from the predicted class.

e Section We supplement Section 5.3 of the main paper and provide
more details on our analysis with automatic evaluation metrics.

e Section We supplement Section 5.4 of the main paper and discuss the
participants’ similarity ratings and decisions. We also provide a plot of the
participant vs. ProtoPNet prototype similarity ratings.

e Section We supplement Section 5.5 of the main paper and provide the
full results of our subjective evaluation.

e Section We supplement Section 5.6 of the main paper and provide the
full results of our interpretability-accuracy tradeoff study.

Section [Ef We show the simple decision tree model for fruit classification we
used to introduce ProtoTree.
Section [F} We show snapshots of our full user interface.

A Details on the evaluation tasks

Agreement task. For each image, we show one model prediction-explanation
pair and ask the participants how confident they are in the model’s prediction.
We show 10 images in total (5 correct, 5 incorrect predictions in random order).
Participants rate their confidence in the given prediction on a 4-point scale (1:
confident prediction is incorrect, 2: somewhat confident prediction is incorrect,
3: somewhat confident prediction is correct, 4: confident prediction is correct).

Distinction task. For each image, we show four model prediction-explanation
pairs for it (in random order) and ask the participants to identify the correct
prediction based on the explanations. For GradCAM [10] and BagNet [I], partic-
ipants are tasked with 10 sample images (5 correct and 5 incorrect predictions),
each of which is shown with four heatmaps. On correctly predicted samples, the
four heatmaps correspond to the top-4 predicted classes. On incorrectly pre-
dicted ones, we show heatmaps for the top-3 predicted classes and the heatmap
of the ground-truth class. For ProtoPNet [2], we show four correctly predicted
samples in total. Each sample is presented with four explanations correspond-
ing to the top-4 predicted classes. We reduce the total number of samples and
focus on correctly predicted samples due to the complexity of the ProtoPNet
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explanations; even with this change, the ProtoPNet study duration is twice as
long as that of GradCAM and BagNet. For ProtoTree [7], we show 10 correctly
predicted samples in total and ask participants to select the correct decisions on
the two final nodes which lead to four (22) different predictions.

Additionally for ProtoPNet [2] and ProtoTree [7], we ask participants to rate
the similarity of prototype-region pairs in both tasks using a 4-point Likert scale
(1: not similar, 2: somewhat not similar, 3: somewhat similar, 4: similar).

B Details on the evaluated interpretability methods

GradCAM [10]. For our ImageNet [9] studies, we generate GradCAM expla-
nations for the ResNet50 [5] model in the torchvision library which achieves
76.1% classification accuracy. For our CUB studies, we generate GradCAM ex-
planations for a ResNet50 [5] model we trained on the CUB [I1] training set.
This model achieves 81.0% accuracy on the CUB test set. We used the code by
Gildenblat et al. [4] to generate GradCAM visualizationsﬂ For the agreement
task, we generate the Grad CAM heatmap for the model prediction and normal-
ize it into the [0, 1] range. For the distinction task, we generate four GradCAM
heatmaps for each image: for correct predictions, we generate heatmaps for the
top-4 predictions; for incorrect predictions, we generate heatmaps for the top-3
predictions and for the ground-truth class. We identify the local minimum and
maximum of the four heatmaps, and then normalize the heatmaps into the [0,
1] range. This way, we preserve the intensity difference between heatmaps for
different predictions. See Fig. for an example set of GradCAM explanations.
BagNet [1I]]. For our ImageNet studies, we use the BagNet33 model trained by
the original authors which achieves 66.7% accuracy on ImageNet classification.
For our CUB studies, we train a BagNet33 model on the CUB training set. This
model achieves 74.2% accuracy on the CUB test set. For the agreement task, we
use the authors’ code as is and normalize each heatmap individually by clipping
the values above the 99th percentile] On the other hand, for the distinction
task, we normalize the four heatmaps together so that we preserve the intensity
difference. See Fig. for an example set of BagNet explanations.

! https://github.com/jacobgil/pytorch-grad-cam
2 https://github.com/wielandbrendel/bag-of-local-features-models

Prediction 3

Prediction 2

Photo Prediction 1

Prediction 4 1.0 Binportant)

0 {Not impartant)

Fig. A1l. GradCAM explanations shown in the distinction task.
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ProtoPNet [2]. For ProtoPNet, we used the ResNet34-based model trained
by Hoffmann et al. [6]. We pruned 331 prototypes from this model to improve
interpretability. The resulting model has 1669 prototypes and achieves 79.9% ac-
curacy on the CUB [I1] test set. For generating explanations, we used the code
by the original authors with some modifications which we describe belowﬁ In
our studies, given an explanation, participants are asked to rate the similarity of
each prototype-region pair, then either rate the level of confidence in the predic-
tion’s correctness (agreement) or select the correct class (distinction). To make
ProtoPNet’s explanations more suitable for these tasks, we made the following
modifications to the original explanation form.

— The ProtoPNet model calculates evidence for all classes using the learned
prototypes, then predicts the class with the highest evidence. However, we
deemed it is unrealistic to ask users to review explanations for all 200 bird
classes in CUB. Hence, we only present explanations for one (agreement) or
four (distinction) classes and ask users to examine them.

— The original explanation (Fig. left) shows activation maps, similarity
scores, class connection weights, and the total class evidence. In our version
(Fig. right) we remove them as we seck to investigate what participants
rate as similar and not.

— In the original explanation, prototypes are presented in the order of highest to
lowest similarity. In ours, we randomly shuffle the order of prototypes because
we don’t want to skew the participants’ region-prototype similarity ratings.

ProtoTree [7]. For ProtoTree, we used the model trained by the original au-

thors which achieves 81.7% accuracy on the CUB [I1] test set. This model is a

pruned tree of depth 10 and 511 nodes. We used the authors’ code to generate

explanations with some modifications we describe below[]

— Same as what we did for ProtoPNet explanations, we removed the similarity
scores as we seek to investigate what participants rate as similar and not.

— For the local explanation, we converted the horizontal explanation (Fig. [A4))
into a vertical one (Fig. . A vertical explanation is a better representation
of how the model reasons, as the model starts from the root node and proceeds
down the tree until it reaches one of the bottom leaves. Further, it is easier
for the participants to examine the explanation by scrolling up and down.

3 https://github.com/cfchen-duke/ProtoPNet
4 https://github.com/M-Nauta/ProtoTree
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Fig. A2. BagNet explanations shown in the distinction task.
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Fig. A3. ProtoPNet original and modified explanations. The original explana-
tion (left) taken from the original paper [2] contains details such as activation maps,
similarity scores, and class connection weights. In our version (right), we remove these
to abstract away the complexities and have the participants focus on examining the
similarity between prototypes and their matched image regions.



I r

Absent Present
Similarity 0,035 Similarity 0,990

Present Absent
Similarity 0.993, Similariy 0,035

Fig. A4. ProtoTree original explanation. We show the original explanation dis-
played in Fig. 9 of the original paper [7]. See Fig. - for our modified explanation.
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Fig. A5. ProtoTree modified explanation. See Fig.[A4]for the original explanation.



C Details on the human studies

We ran our study through Human Intelligence Tasks (HITs) deployed on Amazon
Mechanical Turk (AMT). We recruited participants who are US-based, have done
over 1000 HITs, and have prior approval rate of at least 98%. For each study, we
deployed 10 HIT's, each with a different set of input images and explanations. To
reduce the variance with respect to the input, we had 5 participants complete
each HIT, so each study had 50 participants. Participants were compensated
based on the state-level minimum wage of $12/hr.

The demographic distribution was: man 60%, woman 38%, non-binary 1%,
no gender reported 1%; White 74%, Black/African American 9%, Asian 7%,
no race/ethnicity reported 7%, Hispanic/Latino/Spanish Origin of any race 2%,
American Indian/Alaska Native 1%, Native Hawaiian/Other Pacific Islander 0%.
The self-reported machine learning experience was 2.5 + 1.0, between “2: have
heard about...” and “3: know the basics...” The average study duration was 6.9
+ 3.5 minutes for GradCAM, 6.6 + 3.5 for BagNet, 13.6 £+ 6.2 for ProtoPNet,
and 10.4 £+ 3.1 for ProtoTree.

D Additional results and analyses

D.1 Agreement study results with vs. without example images

In Section 5.2 of the main paper, we described the results of our agreement study.
Here we provide additional results.
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Fig. A6. BagNet agreement study input with example images. For the study
version with example images, we additionally show three example images from the
predicted class (highlighted in the blue box).



For GradCAM and BagNet, we run another version of the agreement study
where we show three example images from the predicted class, in addition to the
test image, prediction, and heatmap (see Fig. . Since ProtoPNet and Pro-
toTree explanations consist of source images of the learned prototypes, we take
this measure to provide similar supplementary information for GradCAM and
BagNet. As expected, participants improve on the task when they see example
images from the predicted class (5.3% overall improvement for GradCAM, 7.1%
for BagNet). However, even with the help of example images, participants tend to
believe in incorrect predictions, which suggests that incorrect top-1 predictions
from high-performance models such as ResNet50 and BagNet are oftentimes con-
vincing. Between CUB and ImageNet, task accuracy is overall higher on CUB,
but both yield similar insights. See Tab. [A] for full results.

Table Al. Agreement study results with vs. without examples. For each study,
we show mean accuracy, standard deviation of the participants’ performance, and mean
confidence rating in parentheses. Italics denotes methods with accuracy not statistically
significantly different from 50% random chance (p > 0.05); bold denotes the highest
performing method in each group. In all studies, participants leaned towards
believing that model predictions are correct when provided explanations,
regardless of if they are actually correct. For example, for GradCAM on CUB,
participants thought 72.4% of correct predictions were correct and 100 — 32.8 = 67.2%
of incorrect predictions were correct. These results reveal an issue of confirmation bias.
Comparing results with vs. without example images from the predicted
class, participants improve on the task when they see examples, but still
tend to believe in incorrect predictions. See Appendixfor a discussion.

CUB GradCAM [10] w/ examples BagNet [1] w/ examples
Correct | 72.4% + 21.5 (2.9) | 83.2% + 15.7 (3.3) |75.6% + 23.4 (3.0)|83.6% + 17.3 (3.3)
Incorrect | 32.8% + 24.3 (2.8) | 36.8% + 22.8 (2.8) |42.4% + 28.7 (2.7)|44.4% + 30.5 (2.6)
ImageNet| GradCAM [I0] w/ examples BagNet [1] w/ examples
Correct | 70.8% & 26.6 (2.9) |78.4% + 25.6 (3.2)66.0% + 27.2 (2.8)| 77.2% £ 23.3 (3.2)
Incorrect |44.8% + 31.6 (2.7)| 43.6% + 32.4 (2.6) |35.6% + 26.9 (2.7)| 42.8% + 32.7 (2.6)

D.2 Analysis with automatic evaluation metrics

In Section 5.3 of the main paper, we briefly summarized our analysis with auto-
matic evaluation metrics. Here we discuss the results in more detail.

We further analyzed GradCAM heatmaps set using three automatic evalua-
tion metrics: pointing game [I3], energy-based pointing game (energy game) [12],
and intersection-over-union (IoU) [14]. Pointing game considers a heatmap cor-
rect when its highest-intensity point lies inside the segmentation/bounding-box
annotation. Energy game calculates how much energy in a heatmap falls in-
side the segmentation/bounding-box annotation. IoU captures the amount of
overlap between a binarized heatmap (according to some threshold) and the
segmentation/bounding-box annotation. For all three metrics, higher values in-
dicate better localization quality.



We evaluate up to three Grad CAM explanations per image, all using the same
segmentation /bounding-box annotation for the ground-truth class: heatmaps for
the ground-truth class, predicted class, and class with the second-highest score.
Results are summarized in Tab. For CUB heatmaps, we calculate the three
metrics on the entire test set (top table). For ImageNet heatmaps, we calcu-
late the metrics on 5,000 randomly sampled validation images. Since ImageNet
images sometimes have multiple bounding box annotations, we report results
evaluated with one bounding box that yields the best result (middle table) and
results evaluated with the union of bounding boxes (bottom table). We find that
all three metrics are highest on the ground-truth/predicted class heatmaps for
correctly predicted samples. However, we find that these metrics are also high
for other heatmaps, even when they are for wrong classes.

Next, we calculate these metrics on images/heatmaps we showed the partic-
ipants and analyze our human study results. In the agreement study, we find
near-zero correlation between participants’ confidence in the model prediction
and localization quality of heatmaps. In the distinction study, we also do not
see meaningful relationships between participants’ choices and these automatic
metrics, possibly because all four heatmaps have similar localization quality.
These observations are consistent with the findings of [83], i.e., automatic met-
rics poorly correlate with human performance in post-hoc attribution heatmap
evaluation. Overall, our analysis reveals a limitation of automatic metrics.

D.3 Similarity judgment of humans vs. prototype-based models

In Section 5.4 of the main paper, we quantified the gap between prototype-based
models and human users’ notion of similarity. Here we show a plot of participant
vs. ProtoPNet prototype similarity rating (Fig. . There is no significant neg-
ative correlation between the two. This result suggests a gap between ProtoPNet
and human judgments of similarity.

Nonetheless, we find that participants are consistent in their similarity ratings
and decisions. When examining ProtoPNet and ProtoTree explanations, on av-
erage participants assign higher similarity ratings to prototypes of the class they
select to be correct (2.9 out of 4 for both ProtoPNet agreement and distinction
tasks, 2.4 for ProtoTree agreement) and lower similarity ratings to prototypes of
the class they select to be incorrect (2.0 and 2.1 for ProtoPNet agreement and
distinction, 2.0 for ProtoTree agreement). The similarity ratings between the two
groups are statistically significantly different in all studies. This suggests that
participants understand how the model reasons (i.e., they predict the bird class
whose prototypes appear most similar to the given photo).



Table A2. Evaluation of GradCAM heatmaps using automatic metrics. We
report the mean and standard deviation of three automatic evaluation metrics calcu-
lated on heatmaps for the ground-truth class, predicted class, and class with the second-
highest score. All three metrics are highest on the ground-truth/predicted
class heatmaps for correctly predicted samples. However, these metrics are
also high for other heatmaps, even when they are for wrong classes.

CUB [I1] heatmaps evaluated with the segmentation mask

Prediction Class Pointing game [13]|Energy game [12] ToU [14]
Correct GT/Predicted 0.92 £ 0.27 0.12 £ 0.07 0.38 £ 0.15
Second-highest 0.74 £ 0.44 0.09 £+ 0.06 0.24 £ 0.15
GT 0.73 £ 0.45 0.08 £ 0.06 0.23 £ 0.16
Incorrect | Predicted 0.83 £ 0.37 0.09 £ 0.06 0.29 + 0.15
Second-highest 0.80 £ 0.40 0.09 £+ 0.06 0.26 £ 0.15

ImageNet [9] heatmaps evaluated with the bounding box that yields the best result
Prediction Class Pointing game [13]|Energy game [12] IoU [14]
Correct GT/Predicted 0.95 + 0.22 0.27 £ 0.13 0.60 + 0.28
Second-highest 0.93 + 0.26 0.26 £ 0.13 0.60 + 0.27
GT 0.91 + 0.29 0.23 £ 0.14 0.52 + 0.31
Incorrect | Predicted 0.82 + 0.38 0.22 £ 0.15 0.52 + 0.33
Second-highest 0.84 + 0.37 0.23 £ 0.15 0.52 + 0.33

ImageNet [9] heatmaps evaluated with the union of the bounding boxes

Prediction Class Pointing game [13]|Energy game [12] IoU [14]
Correct GT/Predicted 0.95 + 0.22 0.29 £ 0.13 0.65 £ 0.26
Second-highest 0.93 £ 0.26 0.28 + 0.13 0.64 £+ 0.26
GT 0.91 £ 0.29 0.24 £ 0.14 0.56 £ 0.30
Incorrect Predicted 0.82 £ 0.38 0.24 £ 0.15 0.56 £+ 0.32
Second-highest 0.84 £ 0.37 0.24 £ 0.15 0.56 £+ 0.32
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Fig. A7. Participant vs. ProtoPNet prototype similarity rating. There exists a
gap between ProtoPNet’s similarity scores and human judgments of similarity (Spear-
man’s p = —0.25, p = 0.49 for distinction; p = —0.52, p = 0.12 for agreement).
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D.4 Subjective evaluation results

In Section 5.5 of the main paper, we summarized our subjective evaluation re-
sults. Here we provide the full results.

In Tab. we report the participants’ self-rated level of understanding of
the given model’s reasoning process. Overall, the participants rated their level
of understanding between 3 (fair) and 4 (good). Interestingly, we find that the
rating tends to decrease after the participants see their task performance. Sev-
eral participants indicated that their performance was lower than what they
expected: “I thought I would do a bit better!”, “my score wasn’t as high as I
would have liked”, “I was surprised that my score was not very much higher than
random guessing. I thought I had a good idea of the model, especially making
judgements about the amount of positive and negative evidence, but it seems I
did not.” No one suggested the opposite. This trend suggests that participants
might have been disappointment in their task performance, which in turn led
them to lower their self-rated level of method understanding.

Table A3. Participants’ self-rated level of method understanding. We report
the mean and standard deviation of the participants’ self-rating of their method un-
derstanding. Participants provide ratings three times: after reading about the method
(post-intro), after completing the task (post-task), and after learning about their task
performance (post-results). The rating tends to decrease after the participants see their
task performance (p < 0.05).

Dataset Method Study Post-intro|Post-task|Post-results
Agreement 3.7£09|3.8+£09| 3.3+1.1
Agreement w/ examples| 3.7+1.0(3.9+0.7| 34+1.0
GradCAM I0) b iinction 34+1.0|35+1.2| 36408
Agreement 35+10(|3.7+08| 3.3+1.1
BagNet [I] |Agreement w/ examples| 3.7+ 0.8 (3.9+0.8| 3.6 £1.0
CUB [IT Distinction 3.8£0.7|4.0£0.8| 3.9+0.8
: ProtoPNet [2] Agreement 39+08|4.0+08| 3.7+0.8
* | Distinction 41£08|3.9+08| 3.7+1.1
Agreement 3.7+08|3.7+1.0| 3.4+0.8
ProtoTree [7] |Agreement (tree) 3.7+0.7(35+09| 3.2+1.1
Distinction 34+£10|36+£1.1| 3.3+1.2
Agreement 3.7+£09(39£09| 3.0£1.0
_|Agreement w/ examples| 3.4 £0.8 3.7+ 0.8| 3.5+0.9
GradCAM 0] pycinction 39409(3.74+1.0] 3.7+1.0
ImageNet [0 Distinction w/ labels 3.9£09(3.8+£1.0| 3.8£0.9
: Agreement 3.7£08|3.9+£0.7| 34+1.0
Agreement w/ examples| 3.8 £0.9(3.9+£0.9| 3.3+1.0
BagNet [l i tinction 3.9+0.8(3.940.8| 3.8+1.0

Distinction w/ labels 3.8+£09(4.0+0.8| 3.8+£0.8
Mean across all studies 3.7+09|3.8+09| 3.5+1.0
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D.5 Interpretability-accuracy tradeoff results

In Section 5.6 of the main paper, we summarized our interpretability-accuracy
tradeoff study results. Here we provide more details.

In Tab. and Fig. we show the full results of our interpretability-
accuracy tradeoff study. We report the accuracy of the evaluated interpretable
model and the minimum accuracy of a baseline model that participants require
in order to use it over the model with explanations under different risk settings.
Across all studies, we find that participants require the baseline model to have
higher accuracy than the evaluated interpretable model, and input a higher
accuracy requirement for higher-risk settings. On average, participants require
the baseline model to have +6.2% higher accuracy for low-risk (e.g., bird species
recognition for scientific or educational purposes), +8.2% for medium-risk (e.g.,
object recognition for automatic grocery checkout), and +10.9% for high-risk
(e.g., scene understanding for autonomous driving) settings.

We observe this trend in the participants’ written responses as well. Most
participants write that they would use the baseline model only when it has higher
accuracy than the evaluated interpretable model: “I would need the black box
model to give me a nice boost in accuracy, or I would just stick to the bagnet
model, since it is pretty accurate.” On the contrary, participants exhibit different
levels of desire for interpretability. Some deem interpretability as important:
“Understanding how a prediction works is important. For me to accept a model
with no explanations, the level of accuracy needs to be higher”, “I prefer to
understand how models work, so the black box model has to be significantly
better than the other model for me to use it. As the stakes become higher, 1
want its accuracy to be higher because there’s no way for me to question or check
its progress if it’s wrong.” Other participants willingly tradeoff interpretability
for accuracy: “I don’t need to know how it works. So, as long as it’s marginally
better, it should be used”, “I don’t care about not having an explanation, so
if the accuracy of a different model has just a 1% improvement in performance
then I would choose the better performing model.”

Nonetheless most participants express a need for higher-accuracy models in
higher-risk settings: “The higher the risk, the more accurate I need it to be in
order to feel confident using it”, “If I were to choose to use a model that did
not provide reasoning for me to utilize in evaluating how the decision was made
I would need to know that the model would give me significantly better results,
especially in a high-risk scenario as described above, but even in the medium
risk setting, being able to asses the reasoning of the model is an invaluable tool
and I would only be willing to give it up for significant increases in accuracy.”
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Table A4. Interpretability-accuracy tradeoff results. We report the mean and
standard deviation of the additional accuracy participants require for the baseline
model, to use it over the model with explanations. For example in the GradCAM
agreement study with CUB, participants require the baseline model to have +5.6%
accuracy beyond the model that comes with GradCAM explanations and achieves
81.0% accuracy, in the low-risk setting. See Fig. for a visualization of the results.

Dataset Method Study Orig|Low-risk Med-risk High-risk
Agreement 15.6(£6.9) [162(£5.7) |17.7(£7.0)
Agreement w/ examples +4.2 (£6.1) |+5.7(£5.7) |+7.7(£7.5)
GradCAM 0] i, i1 otion 8LO1 5 0(46.9) [+4.5(+5.2) |+8.1(6.9)
Agreement +6.8 (£7.9) |+7.8(£8.1) [+12.3(£9.2)
Agreement w/ examples +6.1(£7.1) [+8.1(£6.3) |+10.7(£9.2)
cupm | PeNet I | pigtinetion T421 1 70(48.1) |48.8(£7.4) |+8.4(+8.4)
Agreement +5.8(£6.6) [+7.8(+4.9) [+9.4(£6.6)
ProtoPNet [2] |Distinction 79.9|+4.1 (£7.9) |+6.1(£6.4) |+9.7 (+7.1)
Agreement +3.8(£6.5) [+4.2(£6.3) [+5.1(£6.5)
Agreement (tree) +3.7(£5.5) |+5.8(£5.1) |+6.7(£6.6)
ProtoTree [T] 1 tinction 8LT| 150 (£5.7) |46.4(£5.8) |+9.2(£6.2)
Agroement 163 (£7.6) [+8.1(£8.6) |+11.8(£10.7)
Agreement w/ examples +4.8 (£6.8) [+8.6 (£7.6) |+11.4(£10.8)
GradCAM [I0] |Distinction 76.1|45.3 (£7.3) [+9.8(£6.7) |+12.4(+8.6)
Distinction w/ labels 1T.6(£7.7) [49.3(£7.9) |+13.2(£9.0)
0
[mageNet Agreement T9.9(E7.5) |+14.1(£9.5) [+17.5 (E1L.1)
Agreement w/ examples +9.7 (£8.5) [+13.2(£10.4)|+17.6 (£13.0)
BagNet [I] |Distinction 66.7|+7.9 (£9.3) |+9.6(£9.2) |+11.2(£11.2)
Distinction w/ labels +11.4 (£9.2)|+12.4 (£10.4)|+16.6 (£11.6)
Mean across all studies +6.2(£7.7) [+8.2(£7.9) |4+10.9(£9.7)
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Fig. A8. Visualization of the interpretability-accuracy tradeoff results. This
plot shows that participants desire higher accuracies for the baseline model, especially
in higher-risk settings. See Tab. [A7] for the full results.
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E Simple decision tree used for explaining ProtoTree

One additional challenge of evaluating the ProtoTree model is that participants
may not be familiar with decision trees. To mitigate this challenge, we introduce
a simple decision tree model for fruit classification before introducing ProtoTree.
This simple decision tree model takes in an input image and makes an output
classification (Class A, B, C, D, E) based on three decision nodes. We first
walk through the participants through an example. We then present two warm-
up exercises so that the participants can become more familiar with decision
trees. When the participants submit their answers, we also provide the correct
answer and the reason for it. Participants achieved 86.5% performance on this
task, implying that the low task accuracy for ProtoTree is not due to a lack of
comprehension of decision trees. See Fig. [A9] for the UL

Warming up
This peage bs rressnt tn ghee you 8 senss of fhe modes s the sk ws wil imroducs i F study

4o wa have an esample modal tha ciassibes it phots (o Frist 8, B, G, 0, E batad o a senes f decisions. magasing Color, Goust. and Shapa. Spenifically, s mocal makes deckons in a e
‘struchum as you can bae ol

Examgle

i Iy ot BAGE, 11 MECH: PR 13 I Fkeowaeg sy TIS Moehal T3t s B8 T Bher 8 il 18 Cotor “Volkoww,” RS £t 118 0HCHIGN, I MEANME (06 116 i B4R 9762 i Tl K1
it e, Shuap Sy Al Sty ko, fhe o s o ifm praciiors Preit B

Exampe Prom Model's ceckion process L1 8 modol's prdicion commect or incoruotT
ot ool
Cuilor
@ What do you think sbout the medefs pregiction?
Green  Red  Yellow & Fritiy contdnt that precictio & comect
Enmmwhat ponfident Bl prediction i oot
‘Somewhat comfidert tt rediction & inconest

Caunt C Shipe Fairky cezbcdent that procetion B insumst
e i e mistake.
Lot B (it e Round  Skicmy :S::ul:“‘":xnhn.n::::ml_m | ek 4 mistiake, 1 youd (ink the
Madul procicts Frull £ Y Y )
A B B A D #Hara ot ) Coure. () Shapa

Your Turn!

At marténire) (e phoks aned the ol s deciskon trocers, (s A Be It gUesTs a3 atose, Uen cho “Sumt

Frato | Modatn ceclshn prootas . In v madef's sevdictian oemest or kcoraot?
5 ot ® bt
Calor
@ What do pou think abaut the moda's pradiction?
Gren  Rod  Yallow Fairly coident trat preckction i comect
5o ition I camect

et comfident i pred iction & income]
rtbdent inat preier i i incomect

st ewdlcts Frus B o € i

. O Cheaa the fist * mistake. I pssd
oo Whtal: Ekicu madnl mukes no mitakes, salsct *Nona.*

,‘l“‘“\ Moo 5 Cotur () Couird (. Bhapa
A B D E
= &

o
W i s
Pt Mol e fsion precess Qs Bt model's prdction comect or neormct
W Comet | incomec

Colar
Q@ How coniticent are you In the model's decissn?
L Green  Rod  Yelow B —

" a rd Sampahst confiden bt prediction b el
e Connt ¢ Snaps Sompwht canfiden tal predtion & ingoneet

Painty comident nat preciction i ingome:

o 4 i . G Gonse the fist ster whars you B3k the medel makizs 4 mistake. It you 550k the
g iy Roard - Shirmy madal makus no mistikes, sulect *Nenm.*
Mcw! cowtichs Frum A ,/_/_ 5 s A &
: # Nana (el e [ Snapa
B> i G s

Bebmil

Fig. A9. A simple decision example. We use this model to introduce participants
to decision trees before explaining the more complex ProtoTree. See Appendix [E| for
details.
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F UI snapshots

In Section 4 of the main paper, we outlined our study design. Here we provide
snapshots of our study Uls in the following order.

1. Study introduction. For each participant, we first briefly introduce the
study and receive their informed consent. The consent form was approved by
the IRB and acknowledges that participation is voluntary, refusal to participate
will involve no penalty or loss of benefits, etc. See Fig.

2. Demographics and background. To help future researchers calibrate
our results and do proper comparison, we request optional demographic data
regarding gender identity, race and ethnicity. We also ask the participant’s ex-
perience with machine learning. See Fig.

3. Method introduction. We introduce each interpretability method/model
in simple terms. See Fig.

4. Task preview and first subjective evaluation. To encourage partic-
ipants to carefully read the method explanation, we show a preview of the task
they will complete along with a correct and incorrect prediction. Participants
then answer their first subjective evaluation question. In Fig. [AT3] we shown an
example from the ProtoPNet agreement study.

5. Task. Participants then proceed onto the main task. We show the Ul for
the following 8 studies:

— GradCAM distinction (Fig.
— GradCAM agreement (Fig.
— Bagnet distinction (Fig. [A16)
— Bagnet agreement (Fig.|A1
— ProtoPNet distinction (Fig. [A18))
— ProtoPNet agreement (Fig.|A19))
— ProtoTree distinction (Fig.[A20)
— ProtoTree agreement (Fig.|A21)

6. Second and third subjective evaluation. After the task, participants
complete their second subjective evaluation question. We then disclose their task
performance and ask the third subjective evaluation question. These questions
allow us to investigate if the participants’ self-rated level of method understand-
ing undergoes any changes throughout the study. See Fig.

7. Interpretability-accuracy tradeoff. Finally, we investigate the tradeoff
participants are willing to make when comparing the evaluated interpretable
model against a baseline model that doesn’t come with any explanation. We
present three scenarios to the participants: low-risk (e.g., scientific or educational
purposes), medium-risk (e.g., object recognition for automatic grocery checkout),
and high-risk (e.g., scene understanding for self-driving cars). We then ask them
to input the minimum accuracy of a baseline model that would convince them to
use the baseline model over the model that comes with explanations and briefly
describe their reasoning. See Fig.



Study introduction
In this stucly, we aim to svaluate e Interpretatility of computer visian modals. We will provicde axplanations of how & model makas its prediction and ask you to
evaluate how irderpretable it is through several questions and tasies. Tha axpected duration of the study is 518 minutes.

Consent
Plaasa raad the cansent form, If you undarstand and consant 1o thesa terms, cick *1 Accept” to continue

@ | Accept

Fig. A10. 1. Study introduction.

Demographics and background

Q. Demographics (Optional)

Gender identity Race and ethnicity (select one or more)
OMan () American Indian or Alaska Native
(O Non-binary (] Asian
) Woman (" Black or African American
O Prefer to self-describe below ("I Native Hawaiian or Other Pacific Islander
Owhite
(I CHispanic or Latino or Spanish Orign of any race

Q. How much experience do you have with machine learning (ML)?
Ol don't know anything about ML

O have heard about a few ML concepts or applications

(Ol know the basics of ML and can hold a short conversation about it

(1 have taken a course on ML and/or have experience working with a ML system

Ol often use and study ML in my life

o

Fig. A11. 2. Demographics and background.
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Micedal Dobkerves (i Tha mesded ok throagh
ragion kak similar 10 5 oo imsges 1 ideniity
malched fegion  ICICEyDAS (Tiar pans )

Fig. A12. 3. Method introduction. BagNet (top left), GradCAM (top right), Pro-
toPNet (bottom left), ProtoTree (bottom right).

Task praview

Exnmion modul predctions

.......

Fig. A13. 4. Task preview and first subjective evaluation.



Examine model predictions

For each phoea, we show explanations for the modei's 4 predictians,

First, salect the class you think [l gives th Second, sslect the class you think is cormest.
Thae twa classes can ba different because the modal i et

For afthar questian, random guessing will get you 26% accuracy. on yaur bayond this 26% random chance

This is a photo of Norwegian elkhound, elkhound.

Photo Prediction 1 Prediction 2 Prediction 3 Prediction 4 D
o8
|6
|
{04
: i o2
J . 0 (ot smportant)
Q. Which class do you think the model predicts? Q. Which class do you think is correct?
1 2 3 a 1 2 e a
Q. How confident are you in your answer? Q. How confident are you in your answer?
' Mot canfidant at a1 et confidant at
 Sightly configent Sightly conficant
" Gomawhas confident Somawhat confident
' Fairty canédent Fairiy confident
Complately confident Compiketely confident

Click "Next Photo" after answering all questions.
1/10

Click on "Next Page" after selecting answers for all 10 photos.

Click "Method Description” to open or close method description.

Fig. A14. 5. Task: GradCAM distinction.

Examine model predictions

For each photo, he bird in to. Next to the photo, we show an explanation of the model prediction.

After examining the explanation, rate your confidence in the modl's prediction.

Explanation for the prediction

10 Gmportant)

The model predicts Species 118 for this photo.
Q. What do you think about the model's prediction?
O Fairly confident that prediction is correct
O Somewhat confident that prediction is correct

O Somewhat confident that prediction is incorrect
Fairly confident that prediction s incorrect

Click "Next Photo" after answering all questions.
1/10

Click on "Next Page" after selecting answers for all 10 photos.

Click "Method Description* to open or close method description.

Fig. A15. 5. Task: GradCAM agreement.
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Examine model predictions
For each photo, we show explanations for the model's 4 predictions.

First, select the class you think the model predicts (i.e. gives the highest score). Second, select the class you think is correct.
The i i i icti photos.

can the model mak

For either question, random guessing will get you 25% accuracy. You will receive a reward based on your performance beyond this 25% random chance.

Prediction 3 Prediction 4

4

Photo Prediction 1 Prediction 2

¥

£
b
» PSS
4
.
Q. Which class do you think the model predicts? Q. Which class do you think is correct?
Recall gl the class is the most red and the least 01 02 03 04
blue.
0102 080 Q. How confident are you in your answer?
lot confident at all
Q. How confident are you in your answer? lightly confident
‘Somewhat confident
O Fairly confident

O Not confident at all
O Slightly confident

O Somewhat confident
Fairly confident

O Completely confident

O Completely confident

Click "Next Photo" after answering all questions.
1/10

Fig. A16. 5. Task: BagNet distinction.

ions

(e.g., horbill, panther, television, strawberry). Next to the photo, we show an explanation of the model prediction.

Examine model predi

o

After ing  rate your confidence predicti

Explanation for the prediction

o hegatre evidence
The model predicts Class 739 for this photo.
Q. What do you think about the model's prediction?
Fairly confident that prediction is correct
Somewhat confident that prediction is correct

‘Somewhat confident that prediction is incorrect
Fairly confident that prediction s incorrect

Click "Next Photo" after answering all questions.
4/10

Click on "Next Page" after selecting answers for all 10 photos.

Click "Method Description” to open or close method description.

Method Description

Fig. A17. 5. Task: BagNet agreement.

Positive evidence

Negative evidence
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Simulate the model

Givan a bird photo, tha maodal pradicts - basad an it has iaamad from praviousty seen photos. Spactically for aach prototype, tha modal idantifies a egion in the phato
thist ik e mast similar bo the protatype and rates their simarity,

For a given photo, we show axplanations of how the model reasons for 4 bird spacies. For each bird spacies, rate how simiar each prototype is to the photo mgion. Note that the {region,
protatype) pairs are presented in random order. At the end, choose the bird species you think is cormeet.

Random guessing wilf get you 25% acouracy. You will receiva a reward based on your parformance beyond this 25% random chanos.

Task: Rate the ilarity of each protot gion pair on a scale of 1-4.
1: Nat Similar

2: Sornewhat Not Similar

3: Bormewhat Similar

#: Similar

Click on “Species 1°, "Species 2*, "Specles 3' and "Spacies £" ta move betwasn spacias
For your HIT to be soproved, you heve 16 rale all prololypes in all 4 apacies.

Specles1  Species2 Species3  Species 4

Prototype

looks like ‘
»

looks like
-

Prototype's
Phol

Prototypes and their source photos
are from the specified species,

01020304

That is, Species 1 explanation only
contains the prototypes and the
profotype‘s photos from Spacies 1.

01020804

looks like
»

01020304

looks like o
- -

010203 O4

. [ ] o1020s0

e ! O1 02038 O4

e - !

01020304

01020304

01020304

Q. Choose the bird species you think is correct, then click "Next Photo.”
" Spacias 1 |_'Specles 2 _Species 3 ) Spacias 4

Q. How confident are you in your answer?

7 Not confident at s

i Baghtly confident

i Bormawhat corfldent

1 Fairly confident

(7 Completay contidant

1/4

¥ it click *Madt ke A emations, iry Sicking on 2 2 = : an

Click "Next Page" after selecting answers for all 4 photos.

Click "Model Description” to open or close model description.

Nodia| Description

Fig. A18. 5. Task: ProtoPNet distinction.
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Examine model predictions

Glvan a bird phata, the PratoPhet model pradicts the spoecies based on prototypes it has leamed

that looks the most sinvlar to 1he prototype and rates their similarity.

ph

ndos.

wach prototype, the medel iderifies a region in the phato

Jurige whether you agree with the model's |dentitied regian by rating the regian and prototype similar from an & scale of 1-4 At the end, rate your confidence in the model's predicticn,
hoabe that the ) P o i oetter ol similarity, from High Smiarty fo ke When makirs its prsdiction, the motsl places

Task: Rate the similarity of each row's prototype-region pair on a scale of 1-4.

{1: Not Similar, 2: Somewhat Not Similar, 3: Somewhat Similar, 4: Similar)

Reglon

Phato
ﬂ - o

locks like

Thes ol pradicts Spacias 20 for iis shata, |ooks lliie
Shown on tha right & 1he modul's axplanalion
ot Ny preciction. sa all protolypes and thel
‘sourca phatas ara fram Species G0
Inoks ke
. r
- - o
- . (i
- - o
- . o

- . o

Q. What do you think about the model's prediction?
Faidy configent that prascson (i comest

[ Bameatal confident that prediction & camest

[ Somawhat confidant that prediction & incommact

& Faly conlident that prediction |8 incoras)

Click "Next Photo" after selecting the rows and answering the guestion.
1/10

Click "Next Page” after selecting answers for all 10 photos,

Click "Maodel Description” to open or close model description,

Fig. A19. 5. Task: ProtoPNet

O102@3 04

O1 02 @3 04

O1 @203 04

@1 020304

O1 @203 04

010203 @4

010203 @4

010203 @4

O1 @203 04

®1 02 O3 04

agreement.

with highes similarty,



Predict the bird species

o a1 et ascian pracicsian.

o Regen
- m’ '
- m 1

- F -

Possibla decisions for the final two steps

Fhoto
Regen St
k=]

01. Do you think this prototyps absent of present in the photo?
At | et

 you selected “Absert® in Q1

Phats Beglon
Stepd

N -

021, D you Wik this protetype ia absnt o prassnt in he phata?
Asart P

 you selected *Present” in O1:

Fhato Region
Step 9 m ! compared t

02-2. Do you think this prototype is absent or praseat in the photo?
st et

Q3. How confidern ane you in your answer?
Het vemenna a1l

Click “Next Page” after selecting answess for all 10 phatos.

Chck “Madel o e af

Fig. A20. 5. Task: ProtoTree distinction.

Miodssl's decinions for the first several steps:

P

i - -

r—

B R

e

g |

compangm

X
N

a
compangn E 4

Prototype

Moty pes
Fhatn

Protatypes
Protn.

tnean
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Examine model predictions
For sach photo, examine the model's decision for each prototype and seiect the first step you dsagree with the model's decision. Then rate your confidence in the model's prediction.

We ank you 1o sslect e first slep you cisagres with becsuse the sieps betow your ssected step is comidersd o be part of & wrong path. Since the ProtoTres model has o tree structure, ance | makes
an incomect decaion i Goss on a wong path and cannot reach the corect bird species

Photo Phata Region Frototype’s

\ z Prototype Phato Similarity Declsion
Step 1 n F compared o 0.00 Absent
step 2 n . cnmparEd ’ " o

£l

Model pradicts Specien 108 S N

Step 3 compared to 100 Present
Step 4 n . compared to 0.02 Absent

4
Step 5 ﬁ H compared to 0.01 Absent

\'\ o

Step 6 ﬁ compared to 011 Absent
step 7 ﬁ N compared o 0.04 Absent
Step 8 ﬁ F compared to 0.03 Absent
0.04 Absent

Nl -
Step § ﬂ compared to

Q. Salect the first step you disagree with the model’s decision. If you agree with all steps, select "Agree with AlL"
Swep! ((Step2 ()Swp3 Sepd Sepl (OStep B Swp7 (CSwpB (O Stepd ) Agros win Al

Q. What de you think about the model's prediction?
Faldy canfident that prediction is comect

_Samewhat confident that predictien s comect
Somewhat confident that prediction is incomect
Faity contidand that prodicton is incommet

Click "Mext Photo" after answering both questions.
1/10

Click "MNext Page" after selecting answers for all 10 photos,

Click *"Model Description” to open or close model description.

Fig. A21. 5. Task: ProtoTree agreement.
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Post-task evaluation

Q. How well do you think you understand the model's reasoning process?
17 Vieey Paser Pt ) Fair () G ery Gioodt

Your performance
in tha previous task, & af 10 photas wene cormect predictions and the remaining § wens ncermect preditions.

¥ wa assign Me 5 pradicsions. with your highast “confident that prediction is cormect” rafing ta commact and The rest as incormact, 3 out of § comect ut of 5 incomect
prodictions.

e ane the ndividus arswens you selected.

For the 8 correct pradictions, you respended:
1. Fairly confident thal prediction is cormect
2, Fairty confidend thaf prediction is cormect
3, Gomawhat confident that pracictian I5 incomest
4. Fairty condiciurt that prediction ts cormect
5. Sornewhat confident that prediction is incomect

Eor the 8
1. Bormewhed confident that preciction b comest
2. Somewhat conflident hat prediction is comect
3, Fairty confidant that pradiction b5 incomact
4. Fairfy confident that prediction is incormect
. Fafrly canddent that prediction is incormect

Q. How well do you think you understand the model's reasoning process?
(7 Very Poor ) Poor ) Fair i Good () Very Good

Fig. A22. 6. Second and third subjective evaluation.

Choose which model to use

The ProfoPhet L i ovarl y of T8.9% In 200 bird species
In the previcus tagk, 5 of 10 pho T precictons. and éring 5 i ct 1w assign the 5 predictions with your Nighest "confidant that prediction ig corect® rating to
cormct and 5 rmect, out of gomact nd out of [When tham am ties, wa mncomly assigned 50mA t comect and soma 1o Incomact )

Afternagiely, you can 1se 3 Black-ox medal that doesn't comea with an axplanation of 25 pradicsian.

Q. What is the minimum accuracy of the Black-box model that would convince you to use the Black-box model over the ProtoPNet model?
TLow-risk setting] Scientffic or educational purposes. E.g. You have a stack of bird images and wart to kraw ther species 1 a lab andiar a classroom.
fieca . Prckriel mocel achumwees T 3% scuraey
T Tt oM Y MO T T R OTR 8 81 K B M M M 8 B W W 9 W O\ M 5 % 0 M W
Sefncted Black-bax model accuracy: 9%

I satting] Bic and E.g. You want 1o collect Bird images and labed tham,
A 10t T ProtrF el el aciiamees 708 aceracy

™ O™ W T T OTE ™ T 7 OTROM m B OB M 5 M N OB M % W G m M 9 % W M W i

Salected Black-baox madel accuracy: B0%.

[High-risk setting] Veterinary science or medical diagnosis. £.9. You have o sick bird and wart b idenify its species 5o that i can recawe praper treatment and dlagncais,

Flncra! ot 1o Protnhat mosdel achemwes T8 9% accuracy

o
MomoTT oM oMW T T M TE a8 8 B B 8 B 8 B B W M @ K M % % W M W i

Selectnd Black-bax madal accumcy: 95%

Briefly describe the reason for your choices.

Fig. A23. 7. Interpretability-accuracy tradeoff.
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