Supplementary Material

Contrast-Phys: Unsupervised Video-based Remote Physiological Measurement
via Contrastive Learning

1 3DCNN Model Architecture

We modify the pooling layer of PhysNet [1] in the last stage of the model so that the model can
output an ST-rPPG block with shape T' x S x S including spatiotemporal information. We use the
following table to show our model architecture. For the output ST-rPPG block, the largest spatial
dimension length S is 8 due to the previous layer’s spatial dimension.

Table 1: 3DCNN Model Architecture

layer Output Size  Kernel Size Stride  Pad
conv3d+BN+ELU  (32,T,128,128)  (1,55)  (L,1,1) (0,2,2)
AvgPool3d (32,T,64,64) (12,2)  (1,22) (0,0,0)
conv3d+BN+ELU  (64,T,64,64) (333 (L,L,1) (1,1,1)
conv3d+BN+ELU  (64,T,64,64) (3,3,3)  (L,1,1) (1,1,1)
AvePool3d (64,7/2,32,32)  (222)  (222) (0,0,0)
conv3d+BN+ELU  (64,T/2,32,32)  (3,3,3)  (1,1,1) (1,1,1)
conv3d+BN+ELU  (64,T/2,32,32)  (3,3,3)  (1,1,1) (1,1,1)
AvePool3d (64,T/4,16,16)  (2,22)  (22.2) (0,0,0)
conv3d+BN+ELU  (64,T/4,16,16)  (3,3,3)  (1,1,1) (1,1,1)
conv3d+BN+ELU  (64,T/4,16,16)  (3,3,3)  (1,1,1) (1,1,1)
AvePool3d (64,T/4,8,8) (1,2,2)  (1,22) (0,0,0)
conv3d+BN+ELU  (64,T/4,8,8) (333 (L,1,1) (1,1,1)
conv3d+BN+ELU  (64,T/4,8,8) (333 (L,1,1) (1,1,1)
Interpolate (64,T/2,8,8) - - -
conv3d+BN+ELU  (64,T/2.8,8) (3,1,1)  (1,1,1) (1,0,0)
Interpolate (64,T,8,8) - - -
conv3d+BN+ELU  (64,T.8,8) 3,1,1)  (1,1,1) (1,0,0)
AdaptiveAvgPool3d (64,T,S,S) - - -
conv3d (1,T,S,9) (1,L,1)  (1,1,1) (0,0,0)

2 rPPG Spatiotemporal Sampling

We show the detailed procedures of rPPG spatiotemporal sampling in the following algorithm.



Algorithm 1 Spatiotemporal Sampling
Input: ST-rPPG block: P with shape T' x S x S, Number of rPPG samples per spatial location:
K, The default rPPG sample length length At =T/2

1: Initialze an empty list H for storing all rPPG samples

2: for h=1,...,5 do > Loop over height
3: for w=1,...,5 do > Loop over width
4 for k=1,...,K do > K rPPG samples per spatial location
5 Randomly choose a starting time ¢ between 0 and T — At

6 Append the rPPG sample P(t — t + At, h,w) into the list H

7 end for

8 end for

9: end for

Output: The list H containing rPPG samples

3 Datasets

3.1 PURE

There are 10 subjects (8 male, 2 female) in the PURE dataset [2]. The face videos were recorded
in 6 different setups for each subject, including steady, talking, slow translation, fast translation,
small rotation, and medium rotation. Therefore, there are a total of 60 1-min RGB videos. The
videos are uncompressed with 640x480 resolution and 30 fps. A finger pulse oximeter measures the
ground truth physiological signal.

3.2 UBFC-rPPG

The UBFC-RPPG (Univ. Bourgogne Franche-Comté Remote PhotoPlethysmoGraphy) database [3]
was recorded by a webcam with 640x480 resolution and 30 fps in uncompressed 8-bit RGB format.
They recorded the contact PPG waveform and heart rates by a pulse oximeter. Each subject sits
1m away from the camera, and the face is at the center of the video. The lighting includes sunlight
and indoor illumination. There are 42 participants, and each participant has one 1-min video.

3.3 OBF

Oulu Bio-face (OBF) dataset [4] has 100 healthy subjects. For each subject, there are two 5-min
RGB videos. One video was recorded at a resting status, and the other was recorded after 10
minutes of exercise to cover a wider range of heart rates. Participants are sitting still without head
motion and expressions. The contact PPG was recorded simultaneously by a pulse oximeter. All
the videos have a resolution of 1920 x 1080 and a frame rate of 60 fps.

3.4 MR-NIRP

MR-NIRP dataset [5] has near-infrared (NIR) videos from eight participants. The videos were
recorded at 640x640 resolution and 30 fps. A pulse oximeter measured the contact PPG signals
as the ground truth signals. There are two videos for each participant. One was recorded with
the participant sitting still, and another one was recorded with motion tasks, including talking
and random head motion. This dataset is difficult because the physiological signals are weak in
NIR videos [6,7]. In addition, the head motion also brings some challenges to measuring rPPG



signals. MR-NIRP is currently the smallest rPPG dataset [8], which makes it challenging for model
training.
3.5 MMSE-HR

MMSE-HR [9] has 102 RGB videos from 40 participants with 25 fps and 1040 x 1392 resolution.
Fach participant showed facial expression during the recording. The face also has some sudden
large motion, and the heart rate will change rapidly. They record blood pressure signals, which
can be used as the ground truth physiological signals.

4 Evaluation Metrics

We have a list of measurement results m such as heart rate, and a list of ground truth results
m. We can also get the error list e = m — m. We define the following metrics to evaluate the
measurement accuracy.

4.1 Mean Absolute Error (MAE)

N
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4.2 Root Mean Squared Error (RMSE)

4.3 standard deviation (STD)
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4.4 Pearson Correlation Coefficient (R)

Pearson correlation is between -1 and +1. When Pearson correlation is close to +1, the measurement
is close to the ground truth.
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5 Irrelevant Power Ratio (IPR)

IPR is used in [8] to evaluate rPPG signal quality during training. This metric does not need
ground truth signal, which can be used as an unsupervised signal quality metric. When we have
power spectral density (PSD) S, we can get IPR by dividing the power in the relevant heartbeat
interval (40-250 bpm) with the whole power (0-F bpm).
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Saliency Maps

We use the gradient-based method to get saliency maps for our method and Gideon2021 [8]. We
have a trained model Gy with input video v. We calculate Pearson correlation (s, §) between
the ground truth signal s and the predicted signal § = Gy(v), and get the gradient of Pearson
correlation with respect to the input video v. The saliency map is obtained by V,i(s, Gy(v)). Since
the saliency map has three channels and the shape is 128 x 128 x 3, we only show the green channel
since green channel has the largest rPPG information [10].
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