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1 Appendix

1.1 Proof of Theorem 1

Theorem 1. Assume the dataset X can be split into m disjoint clusters: i.e.,

X = X1

⋃
...
⋃
Xm. Define ρ̄i =

∑
j∈Xi

ρ(j)

|Xi| is the average density of Xi, then

we have
ρ̄1 = · · · = ρ̄m = 1,

where |Xi| is the number of samples in Xi.

Proof. Since {X1, · · · ,Xm} are disjoint, we have pij = 0 if point i and point
j belong to different clusters. By the definition of transition matrix P , for each
i ∈ Xl, we have ∑

j

pij = 1

which implies that ∑
i∈Xl

∑
j∈Xl

pij = |Xl|.

Therefore,

ρ̄l|Xl| =
∑
i∈Xl

∑
j∈Xl

pij = |Xl|,

which implies that ρ̄l = 1 for any l = 1, , . . . ,m.

1.2 Pseudo code for DPC

Here we provide a pseudo code for Density Peak Clustering (DPC) [5] in Algo-
rithm 1.

⋆ Equal contribution.
⋆⋆ Corresponding author.

https://orcid.org/0000-0003-2754-8909
https://orcid.org/0000-0001-7172-0556
https://orcid.org/0000-0003-0213-9957
https://orcid.org/0000-0002-7534-0830
https://orcid.org/0000-0001-5735-2910
https://orcid.org/0000-0003-4310-4056
https://orcid.org/0000-0002-9076-7998
https://orcid.org/0000-0003-2689-317X


2

Algorithm 1: Pseudocode for DPC

Input: Point-wise density ρN×1, pair-wise distance (dij)N×N ,
connecting threshold τ , number of nearest neighbors K.

Output: clusters C.
1 for each sample i:

2 Obtain its K-nearest neighbors nbri = {ik}Kk=1;

3 Find ĵ = argmin{j∈nbri|ρj>ρi}dij ,;

4 if ĵ exists and diĵ < τ :

5 Connect i to ĵ;
6 Use BFS algorithm to obtain separated trees as clusters C;

1.3 Metrics

In our experiments, Pairwise F-score [2] and BCubed F-score [1] are used as
evaluation metrics. We denote the ground-truth clusters as {L1, L2, . . . , LM}
and the predicted clusters as {C1, C2, . . . , CN}. And for each point, we denote
gi and pi as the ground-truth cluster label and the predicted cluster label of
point i, respectively. For each pair of ground-truth cluster Lm and predicted
cluster Cn, we define TP (m,n) = |{(i, j)|gi = gj = m ∧ pi = pj = n}|. Pairwise
Precision and Pairwise Recall are defined in Eq. 1, and BCubed Precision and
BCubed Recall are defined in Eq. 2. Both Pairwise F-score and Bcubed F-score
are the harmonic mean between the corresponding precision and recall, which
are computed as in Eq. 3.

Pairwise Precision =

∑
m,n TP (m,n)2 −

∑
n |Cn|∑

n |Cn|2 −
∑

n |Cn|
,

Pairwise Recall =

∑
m,n TP (m,n)2 −

∑
m |Lm|∑

m |Lm|2 −
∑

m |Lm|
.

(1)

Bcubed Precision = EL(
∑
n

TP (m,n)2

|Lm|2
),

Bcubed Recall = EC(
∑
n

TP (m,n)2

|Cn|2
).

(2)

F -score =
2× Precision×Recall

Precision+Recall
. (3)
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1.4 Results on Emore Dataset

To further show the effectiveness of the proposed NDDe and TPDi, we also
conduct experiments on Emore dataset, which contains 2,577 identities with
200,000 images, following the same experimental protocol mentioned in [7].

For a fair comparison with these traditional methods, we conduct experi-
ments without the training process on Emore dataset. We perform the cluster-
ing procedure just using the original features to compute the cosine similarity
for the construction of transition matrix P . As shown in Table 1, our method
significantly outperforms these traditional methods. And the number of clusters
achieved by our method is quite close to the ground-truth (note that K-means
and HAC take the ground-truth number of clusters as an input). It is worth
noticing that by using NDDe and TPDi, Bcubed Recall of our method outper-
forms others by a larger margin, resulting in the highest FB , which shows the
effectiveness of the proposed NDDe and TPDi in mitigating hard clusters.

Method #Clusters Precision Recall FB

K-means [3] 2577 94.24 74.89 83.45
HAC [6] 2577 97.74 88.02 92.62
ARO [4] 85150 52.96 16.93 25.66
CDP [7] - 89.35 88.98 89.16

Ours 2569 96.78 97.51 97.14

Table 1. Comparison on Emore dataset. BCubed Precision, BCubed Recall and FB

are reported. The best and the second highest results are highlighted with bold and
underline, respectively.

1.5 Code

Our code is at https://github.com/echoanran/On-Mitigating-Hard-Clusters.

https://github.com/echoanran/On-Mitigating-Hard-Clusters
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