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Abstract. Recent studies have highlighted the problem of noisy labels
in large scale in-the-wild facial expressions datasets due to the uncer-
tainties caused by ambiguous facial expressions, low-quality facial im-
ages, and the subjectiveness of annotators. To solve the problem of noisy
labels, we propose Soft Label Smoothing (SLS), which smooths out mul-
tiple high-confidence classes in the logits by assigning them a probability
based on the corresponding confidence, and at the same time assign-
ing a fixed low probability to the low-confidence classes. Specifically, we
introduce what we call the Smooth Operator Framework for Teaching
(SOFT), based on a mean-teacher (MT) architecture where SLS is ap-
plied over the teacher’s logits. We find that the smoothed teacher’s logit
provides a beneficial supervision to the student via a consistency loss —
at 30% noise rate, SLS leads to 15% reduction in the error rate compared
with MT. Overall, SOFT beats the state of the art at mitigating noisy
labels by a significant margin for both symmetric and asymmetric noise.
Our code is available at https://github.com/toharl/soft.
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1 Introduction

The problem of noisy labels in facial expressions datasets can be attributed to
a few factors. On one hand, facial expressions can be fairly ambiguous, which
leads to subjectiveness in the annotations. On the other hand, the prevalence
of low-quality facial images, especially those collected from the wild, can also
degrade the quality of the labels significantly. Mitigating the effect of noisy labels
has thus become an important area of research in facial expression recognition
(FER), where the goal is to prevent deep learning models from overfitting to the
noisy labels.

Earlier studies [60,68] have shown that representing ground truth labels with
label distributions (i.e., multiple classes with different intensity) instead of one-
hot label can help to mitigate the presence of noisy labels. Intuitively, facial
expressions are often compound in nature, e.g., an expression can appear both
angry and sad at the same time, and a label distribution helps to capture the in-
tricacy much better. To this end, researchers have looked into label distribution


https://github.com/toharl/soft

2 T. Lukov et al.

learning (LDL) [68], label enhancement (LE) [5,414,60], and label smoothing reg-
ularization (LSR) [36,51]. Here, while the goals of LDL, LE and LSR are similar,
LSR is in an analytic form, and thus is much more efficient in comparison.
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Fig. 1: Label distributions generated by applying SLS to the prediction logits
of the teacher. The given one-hot ground truth label is denoted in red. Su, Fe,
Di, Ha, Sa, An, Ne denote Surprise, Fear, Disgust, Happiness, Sadness, Anger,
Neutral, respectively.®(a) Although the true label is ambiguous, SLS produced
a label distribution that is better at describing the compound facial expression,
even though the highest confidence class does not correspond to the ground
truth. (b) While the highest class is predicted correctly as the ground truth
class, the label distribution is better at describing the facial expression with
more than one expression compared to that with only a single expression.

Inspired by these work, we propose in this paper that logits smoothing can
similarly help to handle noisy labels effectively. Indeed, one of the main findings
in this work is that by smoothing the logits, we are able to achieve signifi-
cant performance boost in FER in the face of noisy labels. We propose Soft
Label Smoothing (SLS) for logits, which smooths out multiple high-confidence
classes in the logits by assigning them a probability based on the corresponding
confidence, and at the same time assigning a fixed low probability to the low-
confidence classes. While LSR can also be utilized for smoothing logits, it differs
from SLS as it only assigns a fixed high probability to the highest confidence
class. We say SLS is instance-aware as the distribution it produces varies per
sample while LSR is only class-aware. Our study shows that SLS has a clear
advantage over LSR.

We also further consider that the logits produced by a model for SLS to
smooth should also have some tolerance to noisy labels. We are motivated by
the mean-teacher (MT) architecture introduced in [52], which [39] shown can
be utilized to detect noisy labels by considering the discrepancies between the

3 Due to license restrictions, the images shown were not the actual images from RAF-
DB from which the histograms were generated, but from the DFDC dataset [10] that
have similar expressions
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student and teacher’s logits. Drawing from the success of MT in [39], we conjec-
ture that a MT network by itself already has a stabilizing effect against noisy
labels with the teacher “keeping the student in check” by “retaining” historical
information as it is updated by the exponential moving average of the student’s
network. In this work, we employ a consistency loss that penalizes discrepan-
cies between the student and teacher’s logits, which are smoothed with SLS.
With such a framework, which we refer to as the Smooth Operator Framework
for Teaching (SOFT), we observe a significant boost in performance for FER,
even with the challenging asymmetric (class-dependent) noise [4,40] where labels
are switched to corresponding labels with the highest confusion instead of just
random. In summary, the main contributions of our paper are as follow:

— We propose a novel framework, named SOFT, to mitigate label noise in
FER. SOFT consists of a MT with SLS applied on the teacher’s logits.

— Our simple approach does not require additional datasets, or label distribu-
tions annotations (such as in LDL), and does not cause additional compu-
tational cost during training.

— Our model produces state of the art performance for the FER task at dif-
ferent levels of noisy labels.

2 Related Work

2.1 Facial Expression Recognition

FER algorithms can be divided into two categories: handcrafted and learning-
based techniques. Examples of the traditional handcrafted features based meth-
ods are SIFT [8], HOG [9], Histograms of local binary patterns [43] and Gabor
wavelet coefficients [34]. Learning-based strategies [53,61] have become the ma-
jority with the development of deep learning and demonstrate high performance.
Several employed two stream network to fuse face images with landmarks [67]
and optical flows [50]. Some, such as [30,61,7], leverage the differences between
expressive and neutral facial expressions. Recently, Ruan et al. [12] use a convo-
lutional neural network to extract basic features which are then decomposed into
a set of facial action-aware latent features that efficiently represent expression
similarities across different expressions. However, all of these methods are not
designed to deal with noisy labels and ambiguous facial expressions.

2.2 Learning with Noisy Labels

Deep learning with noisy labels has been extensively studied for classification
tasks [17]. One line of work proposes a robust architecture by adding a noise
adaptation layer [6,49,17] to the network in order to learn the label transition
matrix or developing a dedicated architecture [59,22,18]. Another line of work
studies regularization methods to improve the generalizability. Explicit regular-
ization [28,58], such as dropout [48] and weight decay [31], modifies the training
loss while implicit regularization [20,63] includes augmentation [15] and label
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smoothing [51,36] which prevents the model from assigning a full probability to
samples with corrupted labels. Reducing overfitting during training increases the
robustness to noisy labels. Other methods propose noise-tolerant loss functions

such as absolute mean error [16], generalized cross entropy [65] or modifying the
loss value by loss correction [10,25], loss reweighting [35,56], or label refurbish-
ment [11,16]. Another key concept is sample selection [16,37] to select the clean

samples from the noisy dataset and update the network only for them, which
has been shown to work well when combined with other approaches [3,46].

The problem of noisy labels in facial expressions datasets is mainly caused by
ambiguous facial expressions, the subjectiveness of annotators, and low-quality

facial images. Label distribution learning [15,13,12,14,33,26] and label enhance-
ment have been proposed for mitigating ambiguity in related tasks such as head
pose and facial age estimation. Zhou et al. [68] is the first to address this by

learning the mapping from the expression images to the emotion distributions
with their emotion distribution learning (EDL) method. However, this method
assumes the availability of label distributions as ground truth which is expensive
to obtain. To address the unavailable issue of label distributions, Xu et al. [60]
propose label enhancement (LE) mechanism utilising one-hot label. However,
the proposed approach has a high time complexity due to K-NN search, limiting
the size of the dataset that can be used for training.

Zeng et al. [62] address inconsistencies in annotations of FER datasets by
obtaining multiple labels for each image with human annotations and predicted
pseudo labels, followed by learning a model (IPA2LT) to fit the latent truth from
the inconsistent pseudo labels. Wang et al. [54] suppress uncertain samples by
learning an uncertainty score and utilising a relabeling mechanism in an attempt
to correct the noisy labels. However, this work does not take into account of
compound expression. Moreover, these methods treat the inconsistency as noise
while ignoring noisy labels caused by ambiguous facial expressions. Chen et al. [5]
construct nearest neighbor graphs for label distribution learning, which requires
additional datasets for related auxiliary tasks. To deal with ambiguity, She et al.
[44] introduce the Distribution Mining and the pairwise Uncertainty Estimation
(DMUE) approach. DMUE works by constructing multiple auxiliary branches
as the number of classes in order to discover the label distributions of samples.

3 Owur Approach

3.1 Background and Notation

Given a FER labelled dataset (X,Y), each sample x is annotated by a one-hot
label over C classes, y € {0,1}¢. However, for a dataset with noisy labels, the
labels can be either wrong or ambiguous. This poses a challenge for training
deep neural networks as they suffer from the memorization effect, fitting to the
noisy labels with their large capability, and causing performance degradation.

Label Smoothing [51]. Label Smoothing Regularization [51](LSR) has been
widely used for regularization which improves generalization and calibration.



Teaching with Soft Label Smoothing 5

Uncertainty module
—> o Yy
Ps }—v Lwcela*p.,y)

» Leons (Psy §it)

Student y Student

Ps l Vo
l >
H > Lee(pa,y)
-

> Lcons (Pas Pr)

Backbone

e N\ ( ( N\
IR 5| & _
Backbone g Backbone g—»_— »lSis Ut
3K 1 |
(. J ) Mm - ,/ J m

Teacher Teacher

(a) A standard mean-teacher architecture (b) Our architecture

Fig. 2: Comparison between (a) standard mean-teacher architecture and (b) our
architecture to learn from noisy labels in FER. Note that the given label, y, might
be noisy. Our architecture is an extension of the mean-teacher architecture. We
enhance the teacher’s logits by applying our SLS on them. The student consists
of an uncertainty module to predict the uncertainty score. The classification
loss of the student is the cross entropy (CE) loss weighted by this predicted
uncertainty score, which we will refer to as the weighted CE (WCE) loss following
nomenclature in the literature.

When applying LSR, the one-hot label is modified such that the label is mixed
with a uniform mixture over all possible labels. More formally, given one-hot
label y € {0,1}¢, LSR produces 7 € R**¢ and is formulated as:

y= 1,92, yc), (1)

where

171_{1—6, i=1 @

o= otherwise.

Here, € is a hyper-parameter that is used to smooth the distribution and [ is the
index of the ground truth class.

Mean-Teacher. The mean-teacher architecture [52] is originally introduced
for semi-supervised learning. We adapt it to deal with noisy labels in FER. Two
networks (i.e. student and teacher) with the same architecture are forced to
output consistent predictions, despite random noise introduced to the inputs
or networks. The random noise can be implemented for example by applying
dropout layers or random augmentations over the input for each branch. In our
training, we use the latter. As can be seen in Figure 2 (a), the inputs to the
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student and teacher networks are the same. The output logits from the student
network are supervised by the given labels via a classification loss (i.e. cross
entropy) and the teacher’s logits via a consistency loss, respectively.

3.2 Overview of Our Method

Our architecture, shown in Figure 2 (b), is based on a mean-teacher where the
given ground truth label (y) might be noisy with an unknown noise rate. We
enhance the teacher’s logits by applying our soft label smoothing (SLS). The
student consists of an uncertainty module that predicts an uncertainty score to
compute a weighted cross entropy (WCE) loss. During testing, the uncertainty
module is removed. The best performing branch, either the student or teacher,
over the validation set can be used for inference.

3.3 Soft Label Smoothing (SLS)

Our SLS preserves the high-confidences of multiple (top-k) predictions and uni-
fies the remaining low-confidence predictions. The number of the high-confidence
classes, k, depends on each instance as a result. More formally, for a sample =,
we denote the logits, p(z) € R, We further obtain ¢ = softmaz(p) which
is a distribution vector, ||¢||1 = 1. We then define &k as the number of elements
above a threshold 7, which is empirically tuned:

n

k= la > 7. (3)

i=1
Here, [...] are the Iverson brackets. Our SLS is then formulated as:
qi _ .
gy = { 29=191a5>7] (1=e), 4= (4)
rop otherwise.

Note that for samples with & = 1, SLS behaves like LSR. We show in our
experiments later that k& > 1 for a significant portion of the samples at the
optimal 7, thus allowing SLS to play its intended role. In our framework, we
apply SLS over the teacher’s logits. The weights of the teacher network [52], 8,
are updated only by the exponential moving average (EMA) of the weights from
the student network 6:

0"+ wb + (1 —w)8, (5)

where w € [0, 1] denotes the decay rate.
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3.4 Loss Function

Consistency Loss. The student is supervised by the consistency loss which is
formulated as the kullback—leibler (KL) divergence between the students’ logits,
ps, and the teachers’ soft labels after applying our SLS, y; = SLS(p;):

LCons - DKL(pS H gt) (6)

Logit Weighted Cross-Entropy Loss. For a sample x;, we denote the feature
vector produced by a backbone network as f(x;). This is given to the uncertainty
module [27,54] which we attach to the student network and predict an uncer-
tainty score «;. The uncertainty module consists of a linear layer followed by a
sigmoid function o. It is formulated as:

a; = o(W, (f(x:)), (7)

where W,, denotes the parameters of the linear layer. The logit weighted cross-
entropy loss is formulated as:

1 N eaiW;:f(-'I;i)
Lwer =~ Zlogzc W (i) ®
=1 j X

Jj=1

where f(x;) is the feature vector and «; is the uncertainty score of the i-th
sample labelled as the y;-th class (i.e. y; denotes the index of the annotated
class). Wj—rf(a:i) is the logit of the j-th class of sample i.

Total Loss. The total loss function for training the student network is given
as:

Ltotal = LWCE(a * Ps,y y) + )‘LCons(psv %)7 (9)

where the score « is given by the uncertainty module. A is the weight to control
the contribution of the consistency loss.

4 Experiments

In this section, we first describe the three datasets we used in our experiments.
We then present the ablation studies we conducted to demonstrate the efficacy
of each component in our approach. Next, we present results that demonstrate
the robustness of our approach against noisy labels by injecting varying amount
of “synthetic” noise into the training dataset. Finally, we provide comparative
results with several state-of-the-art approaches on the three datasets.
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4.1 Datasets

RAF-DB [32] includes 30,000 face images that have been tagged with basic or
compound expressions by 40 experienced human annotators. Only images with
seven expressions (neutral, happiness, surprise, sadness, anger, disgust, fear) are
utilised in our experiment, resulting in 12,271 images for training and 3,068
images for testing. For measurement, the overall sample accuracy is adopted.

AffectNet [38] is a very large dataset with both category and Valence-Arousal
classifications. It comprises almost one million images retrieved from the Internet
by querying expression-related keywords in three search engines, 450,000 of which
are manually annotated with eight expression labels (‘contempt’ is annotated
in addition to the expressions in RAF-DB). We train and test either on these
eight emotions or only seven emotions (without ‘contempt’), which we denote
by AffectNet-8 and AffectNet-7 respectively. For measurement, the mean class
accuracy on the validation set is employed following [55,54,44].

FERPlus [2] is an extension to FER2013 [19], including 28,709 training images
and 3,589 testing images resized to 48x48 grayscale pixels. Ten crowd-sourced
annotators assign each image to one of eight categories as in Affectnet. The most
popular vote category is chosen as the label for each image as in [55,54,44].

Since the noisy labels in these datasets Table 1: Mean Accuracy of the differ-
are unknown, we follow [ » } to inject ent components of our model. U de-
synthetic label noise to them, in order to notes the use of an uncertainty module
assess the denoising ability of our method. and SLS denotes our smoothing func-
Specifically, we flip each original label y tion over the teacher logits in a MT.
to label ¢ by a label transition matrix 7", Acc denotes using a pretrained model
where Tj; = Prly’ = jly = i]. We use ©°% the facial datas'et', MS-Celeb-1M.
two types of noise, symmetric (i.e. uni- ‘0% stands for training from a pre-

yp )y SY
form) [54,44] and asymmetric (i.e. class- trained model on TmageNet.
dependent) [4,40]. For symmetric noise, a
label is randomly switched to another la-

=

T

a

SLS Acc; Acc

bel to simulate noisy labels. On the other X X X 71.80 75.12
hand, asymmetric noise switches a label v X X 79.43 83.89
to the label that it is most often con- X voooX 73.82  82.75
fused with (which can be identified from a x x4/ 8093 8533
confusion matrix). Figure 5(b) illustrates vV ox 8031 8513
asymmetric and symmetric noise transi- vooox v 82.56  86.82
tion matrices for 30% noise rate, respec- v V.V 83.18 86.94

tively.

4.2 Implementation Details

We first detect and align input face images using MTCNN [64]. We then resize
them to 224 x 224 pixels, followed by augmenting them with random cropping
and horizontal flipping. As for our backbone network, we adopt the commonly
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used ResNet-18 [24] in FER. For a fair comparison, the backbone network is
pre-trained on MS-Celeb-1M with the standard routine [55,54,44]. The student
network is trained by an Adam optimizer. We first pre-train the student with
SLS for 6 epochs, and then add the uncertainty module for another 80 epochs
with a learning rate of 0.0001 and a batch size of 64. The parameters of the
teacher network is updated using EMA (see Eqn 5), and the weight decay is set
to 0.999 following the original MT paper [52]. The loss weight A (see Eqn 9)
is set to 10. We use the better performing branch that is evaluated over the
validation set (i.e. the student without the uncertainty module or the teacher)
for inference.

4.3 Ablation Studies

SLS Effects. In the following, we examine the effects of SLS. All experiments
are performed on RAF-DB with 30% injected symmetric noise unless specified
otherwise. Additional experiments, including for asymmetric noise and other
noise ratios, are provided in the supplementary material.

Mitigating label noise. We confirm empir-
ically that SLS is beneficial for mitigating
label noise. In Table 1, we isolate the ef-
fect of SLS and observe that SLS alone
leads to an additional error reduction of
15% when added to a MT. To assess the
effect of SLS for mitigating noisy labels,
we show that SLS not only improves the
predictions on clean samples, but also cor-
rects the predictions of the noisy samples.
To demonstrate that, in Table 2, follow-
ing [36], we report performance with and
without SLS on the noisy and clean parts
of the training data. The noisy part refers
to the 30% of the training labels that are
randomly selected and switched in a sym-
metric noise setting. Compared to perfor-
mance without SLS, under “Noisy Cor-
rect” in the table, SLS causes a substan-
tial number of the predictions in the noisy
part to be corrected to the original correct

Table 2: Performance (Acc) of our
model trained with 30% symmetric
noise on different parts of the train-
ing data. The training data is separated
into clean and noisy parts (see Subsec-
tion 4.3). By applying SLS, not only
is the test and train accuracy higher,
the accuracy on the noisy part is higher
(“Noisy Correct”) as well, with the
original correct labels predicted instead
of the injected noisy labels. Moreover,
under “Noisy Noise”, which denotes the
number of samples in the noisy part
predicted with the injected wrong la-
bels, SLS was able to reduce the num-
ber significantly.

SLS Test Train Noisy Noisy
Correct Noise

x 85.13 87.81 64.25 28.33
v/ 86.94 89.67 75.78 13.57

labels, while at the same time under “Noisy Noise”, SLS reduces by 52%, the
noisy part from being predicted with the injected wrong labels.

Design of SLS. We now present our findings on the three main design compo-
nents of SLS, namely: 1) instance-awareness, 2) non-zero low confidences, and 3)
applying on the teacher’s logits. To assess the contribution of each one of these
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Table 3: The effects of different design components for SLS. In both tables the
first row is a MT with uncertainty module without smoothing. Table (a) shows
the three main design choices in SLS: 1) Applied over the teacher’s logits, 2)
Instance-aware smoothing, 3) Non zero low-confidences. Table (b) shows a com-
parison of the branch to which SLS is applied on (i.e, the student’s logits, the
teacher’s logits or both). See Subsection 4.3 for more details.

(a) Different Smooth Methods (b) Different Targets
Smooth method ‘ Teacher Ins-aware Non-zero | Acc Student Teacher ‘ Acc
X X X X 85.13 X X 85.13
LSR X X X 85.43 Vv X 85.23
LSR* v X X 85.85 X N4 86.94
SLS(0) vV vV X 85.30 Vv Vv 85.36
SLS 4 Vv vV 86.94

components, in Table 3a, we present ablation studies by performing experiments
with different smoothing methods. Table 3b compares the performance between
where SLS is applied on, namely, the student’s logits, the teacher’s logits or both
of them. The first row in both tables is a MT with uncertainty module without
applying smoothing at all. We now discuss our findings here in details:

1. Instance-awareness. SLS is an instance-aware smoothing mechanism. For
each sample, it utilizes the original confidence of the multiple high-confidence
predictions. In Table 3a, we isolate this effect by comparing SLS with LSR*.
LSR* denotes a version of LSR, where instead of a one-hot label, the input
is now the logits, which is first transformed into a one-hot label by taking
the top-1 prediction. LSR* is not considered as instance-aware since it ig-
nores the original intensities of each sample, instead it produces the same
smoothed label for all the samples with the same top-1 predicted class. We
note that both SLS and LSR* are applied on the teacher logits. We observe
that SLS performs better than LSR* by 1% which shows the advantage of
being instance-aware.

2. Non-zero low confidences. The instance-awareness of SLS is derived from
the utilization of multiple high confidence classes in its calculations. We are
also curious on the effect of the way SLS handles low confidence classes. In
Table 3a, we compare SLS with SLS(0). Referring to Eqn. 4, the latter is
SLS with € = 0 which zeros out the low confidence classes. SLS outperforms
the accuracy of SLS(0) by 1.6%, demonstrating the contribution of the non
zero mechanism.

3. The teacher benefit. We explore the benefit of applying SLS over the
teacher’s logits in a MT vs in a vanilla network in Table 1, rows 4 (SLS) and
6 (MT+SLS). We train a vanilla network consisting of a backbone and clas-
sification layer. We apply SLS over the logits and supervise the network with
a consistency loss between the produced logits and the logits after applying
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SLS. The results demonstrates that indeed MT increases the performance by
1.5% over the vanilla network. We also explore the benefit of applying SLS
over the teacher’s logits vs the student’s logits in Table 3b. In Table 3b, we
can see that indeed applying SLS to the teacher’s logits is more beneficial to
the performance (with an increase of 1.7%) when compared to applying it
on the student’s logits or both. This is an interesting result since one would
naturally think that applying to both the teacher’s and student’s logits could
produce better results. Our conjecture is that this is due to the student be-
ing more prone to the noisy labels since it is the classification branch that
ingests them, while the teacher is a more stable branch. As a result, applying
SLS on the student could in fact accentuate the noisy labels.

87.0 87.0
86.5
86.0 85
5 5
8 85 3
< < 860
85.0
845 } } ! | | i i 855 | } } | } } |
00 01 02 03 04 05 06 07 010 015 020 025 030 035 040
(a) € (b) 7

Fig.3: Mean Accuracy(%) on the RAF-DB dataset with 30% symmetric noise
for (a) varying smoothing parameter €, and (b) varying .

Evaluation of varying e. Figure 3(a) shows the Mean Accuracy(%) of varying
smoothing parameter €, on RAF-DB with 30% symmetric noise. Performance
peaks at ¢ = 0.3, after which performance degrades with higher values of €
until it is worse than the baseline at e = 0. For these high € values, the label
distribution produced by SLS is no longer meaningful.

Evaluation of varying 7. Figure 3(b) shows the Mean Accuracy (%) of varying
7 on RAF-DB with 30% symmetric noise. Referring to Eqn 3, for each sample, the
value of 7 and the original confidences ¢, influence the number of high confidences
k. Here, we initialize all experiments with a MT trained for 6 epochs (without
SLS). We also log the number of samples in the training data with more than
one high confidence (k > 1) at the beginning of training with SLS. Performance
peaks at T = é for which we observe that 65% of samples have k > 1. Then,
performance degrades with higher values of 7 and lesser samples with k£ > 1
until 7 reaches 0.4, by when all samples have only one high-confidence class.

Qualitative results. After our model is trained with SLS in an MT archi-
tecture, we extract the logits of the teacher corresponding to different training
images. We observe that the label distributions are consistent with how human
would categorize the facial expressions. In Figure 1(b), we present examples for
label distribution where the ground truth corresponds to the highest confidence
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class in the logits. In Figure 1(a), on the other hand, even though the high-
est confidence class is different from the ground truth, the former is actually
plausible and might be even better than the ground truth label.

4.4 Comparison to the State of the Art

Our ablations, particularly Table 1 and 3a, show that SLS in MT produces
the best performance. In addition, an uncertainty module added to the student
branch provides an additional modest improvement. In this section onwards, we
will refer to SOFT as one that includes SLS and an uncertainty module in a MT
network.
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Fig.4: Accuracy on RAF-DB and AffectNet-8 with injected symmetric noise.
SOFT consistently beats the other methods and performs well at noise rates as
high as 70%. For AffectNet-8, the released code for DMUE and SCN does not
work at 70% noise rate. A detailed table can be found in the Appendix.

Evaluation on Synthetic Symmetric Noise. We quantitatively evaluate the
robustness of SOFT against mislabelled annotations on RAF-DB and AffectNet.
We inject varying amount of symmetric noise to the training set. We compare
SOFT’s performance with the state-of-the-art noise-tolerant FER methods, SCN
[54] and DMUE [44], as shown in Figure 4. For a fair comparison, we follow the
same experimental settings such that all methods are pre-trained on MS-Celeb-
1M with ResNet-18 as the backbone. Similar to the other methods’ experimental
settings, the baseline network is build with the same ResNet-18 backbone and
fully-connected layer for classification. After three repetitions of each experi-
ment, the mean accuracy and standard deviation on the testing set are presented.
SOFT consistently beats the vanilla baseline and the other two state-of-the-art
methods, SCN and DMUE. The improvement from SOFT becomes more signif-
icant as the noise ratio increases. We outperform the best performing method,
DMUE, by 5.7%, 7%, 7.5% and 26.5% on RAF-DB with 10%, 20%, 30% and
70% noise rates, respectively. Also, we outperform DMUE by 0.1%, 1.9%, 2.8%
on AffectNet-8 with 10%, 20%, 30% noise rates, respectively. With the noise rate
as high as 70%, we improve the accuracy by 5.2% over the vanilla baseline on
AffectNet-8. Please see a detailed table in the Appendix.
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Fig.5: (a) Accuracy on RAF-DB with injected asymmetric noise. SOFT con-
sistently and significantly beats the state-of-the-art, DMUE. (b) Illustration of
asymmetric and symmetric noise transition matrix for 30% noise rate as an ex-
ample. We flip each original label y to label 3’ by the label transition matrix T
where T;; = Prly’ = jly =1] .

Evaluation on Synthetic Asymmetric Noise. In Figure 5(a), we also show
experiments on asymmetric (or class-dependent) noise [4,40], for which true la-
bels are more likely to be flipped to a specific label. For example, ‘Surprise’ is
most likely to be confused with ‘Anger’. An example for asymmetric noise tran-
sition is given by the left matrix in Figure 5(b). This type of noise is a better
representation of real-world corruption and ambiguity, but has not been inves-
tigated by previous methods for handling noisy labels in FER. We first obtain
a confusion matrix after training a vanilla network. Subesequently, we use the
top-1 mis-labeled class to construct the noise transition matrix for each class. As
shown in Figure 5(a), SOFT consistently and significantly outperforms the state-
of-the-art, DMUE, by 13%, 12%, 16% on RAF-DB with 10%, 20%, 30% noise
rates, respectively. A detailed table reporting the comparison can be found in the
Appendix. Beyond a 30% noise rate, the performance decreases significantly for
both methods. Intuitively, at high asymmetric noise ratios, for example at 50%
and assuming an evenly distributed training set, clean samples for a given label
will likely only be present 50% of the time, with its sole wrong-label counterpart
being the other 50%. This makes it very challenging for any models to learn the
correct pattern. This phenomenon is not as severe in a symmetric noise setting,
since the corresponding wrong labels are evenly distributed among the rest of
the labels, so that the clean samples for a given class still dominate for that
label, until we hit noise ratio of about 85%.

Comparison on Benchmarks. In the previous experiments, we demonstrated
the noise-tolerance ability of SOFT. We now verify that this does not cause per-
formance degradation for the original FER datasets (i.e., without any injected
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Table 4: Comparison of FER state-of-the-art accuracy (without synthetic noise).
T denotes both AffectNet and RAF-DB are used as the training set. * denotes
using extra label distribution instead of one-hot label. Refer to Sec. 4.4 on the
preprocessing procedure that we utilized for each of these datasets.

(a) AffectNet-7 (b) AffectNet-8
Method Noise-tolerant Acc Method Noise-tolerant Acc
LDL-ALSGT [3] Y 59.35 IPA2LTT [62] Y 55.71
CAKE [29] N 61.70 RAN [57] N 59.50
DDA-Loss [11] N 62.34 EfficientFace [66] N 59.89
EfficientFace [66] N 63.70 SCN [54] Y 60.23
DAN [57] N 65.69 DAN [57] N 62.09
SOFT Y 66.13 DMUE [ Y 62.84
SOFT Y 62.69
(c) RAF-DB (d) FERPlus
Method Noise-tolerant Acc Method Noise-tolerant Acc
LDL-ALSGt [5] Y 85.53 PLD* [2] N 85.10
IPA2LT+ [62] Y 86.77 SeNet50* [1] N 88.80
SCN [54] Y 87.03 SCN [51] Y 88.01
SCNT [54] Y 88.14 RAN [55] N 88.55
DMUE [1]] Y 88.76 DMUE | Y 88.64
DAN [57] N 89.70 SOFT Y 88.60
SOFT Y 90.42

noise). Table 4 compares SOFT to the state-of-the-art FER methods on Af-
fectNet (7 or 8 classes), RAF-DB and FERPlus datasets. Among all the FER
methods, LDL-ALSG, TPA2LT, SCN and DMUE are the only noise-tolerant
FER methods, among which DMUE achieves the best results. SOFT outperforms
these recent state-of-the-art methods on RAF-DB, Affectnet-7 (with 90.42% and
66.13%, respectively) and is comparable with the other methods on AffectNet-8
and FERPlus (with 62.69% and 88.6%, respectively).

5 Conclusion

We have introduced in this paper a novel solution to deal with noisy labels
in FER - SOFT, which incorporates a soft label smoothing technique (SLS)
into the Mean-Teacher paradigm. Through extensive ablations and benchmarks
that we presented in this paper, we show that there is strong empirical support
for SOFT. What is unexplored in this paper, however, is the applicability of
SOFT to other use cases outside of FER, as well as the effect of SLS on other
“student-teacher like” architectures, including contrastive and self-supervised
learning frameworks [23,21], both of which also compare pairs of samples during
training. We are hopeful that the findings about SOFT would be valuable in
helping researchers pursue these directions.
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