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A Joint Controlling Multiple Sensitive Groups

In real-world applications, various sensitive attributes, such as gender, race, and
age, are often implicitly related to model outputs. Since the experiments in our
main paper have only focused on considering one sensitive group to compress the
original models, in this section, we further evaluate the performance of pruned
networks by controlling for multiple sensitive attributes jointly.

Table 1 shows the accuracy and bias on FairFace and UTKFace in three dif-
ferent tasks, including gender, race, and gender-race classification. Each gender-
race group is one combination of different genders and races, for example, White
females and Black males. We measure the overall accuracy as well as group-
wise biases. Note that we use the same compressed model by using both gender
and race as the sensitive groups for all three tasks instead of using a particular
sensitive group to prune the networks for each task.

Compared with experiments where genders and races are considered separate
sensitive groups, all methods have a slightly higher bias and lower accuracy. We
find that FairGRAPE remains the one with the lowest bias and highest accuracy,
confirming its ability to maintain fairness for different intersections of sensitive
groups when multiple groups are present. This result suggests that controlling
multiple sensitive groups for pruning can be beneficial as the compressed model
can be applied to different downstream tasks instead of controlling one sensitive
group for each task.

FairFace UTKFace
ResNet-34, 90% sparsity MobileNet-V2, 90% sparsity

Task Methods Acc(↑) FNR(↓) FPR(↓) Std(∆ Acc)(↓) Acc(↑) FNR(↓) FPR(↓) Std(∆ Acc)(↓)

Gender

No-Pruning 94.2 5.81 5.78 - 93.7 7.29 5.89 -
Lottery 85.5 13.7 15.1 2.18 83.5 8.46 7.37 4.18
SNIP 88.7 12.6 10.1 1.95 89.0 5.29 6.10 1.64
WS 80.9 15.9 22.0 4.68 73.3 14.4 13.0 13.0

GraSP 84.6 14.8 15.9 2.00 83.1 8.51 8.66 3.80
FairGRAPE 91.0 10.3 7.81 1.83 89.3 5.28 5.03 1.40

Race

No-Pruning 72.2 28.2 4.65 - 90.5 8.09 4.73 -
Lottery 56.5 44.7 7.32 13.8 74.2 30.0 9.68 14.1
SNIP 60.3 40.8 6.65 12.1 83.0 19.4 6.15 7.41
WS 47.2 53.5 8.87 19.5 60.3 47.2 15.1 22.6

GraSP 56.0 45.2 7.38 10.8 71.1 33.2 8.46 15.1
FairGRAPE 66.2 34.5 5.67 5.78 83.4 18.2 5.93 5.21

Gender-Race

No-Pruning 68.4 32.5 2.44 - 84.7 15.9 2.23 -
Lottery 48.6 53.3 3.97 10.9 62.0 41.6 5.67 11.3
SNIP 53.9 48.1 3.56 10.0 74.2 28.2 3.80 6.69
WS 38.4 63.2 4.77 17.0 44.8 61.2 8.29 19.7

GraSP 48.2 53.5 4.00 8.22 59.4 44.7 6.06 11.8
FairGRAPE 60.8 40.5 3.03 5.35 74.9 26.7 3.21 6.05

Table 1: The overall accuracy and biases in joint classification, where gender-race
are sensitive groups. Gender-race groups are intersections of genders and races,
e.g. White female.
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Fig. 1: Average Precision (AP) of each group in the gender classification task
on FairFace. AP scores are represented as percentages of pre-pruning network
value. The horizontal dashed line indicates the performance of the full model.
FairGRAPE produced higher AP consistently across different races.

B Evaluation with AP

The main paper mainly used classification accuracy and false rates as the mea-
surements because real-world classifiers must output a class rather than a contin-
uous score. This section also reports experimental results using average precision
(AP). Table 2 shows the mean and standard deviation of AP values by groups
for race and gender classification on the FairFace dataset, as well as the standard
deviation of differences between race AP values with corresponding full model
AP values. Note that AP measures overall performances, the standard deviation
of AP measures the performance gap across sensitive groups, and the standard
deviation of AP differences measures the impact of pruning on the performance
of each group. Although all groups suffer from performance degradation and
an increase in disparity, FairGRAPE achieves the highest AP, the lowest AP
disparity, and the lowest disparity in changes of AP.

C PIE (Pruning Identified Exemplars)

In this section, we perform a qualitative study to understand FairGRAPE’s
performance in preserving accuracy for individual samples. We first randomly
sample face images from each race and gender group from FairFace and UTK-
Face datasets, which provide annotation for both sensitive attribute. Figure 2
showcases the example face images. While most samples center at persons’ faces
without obstacles, they are taken at different angles and illuminations. Thus the
level of visual challenges also significantly varies. In all groups, we find face ex-
amples that are not well lit, partially covered, not facing the camera, distorted,




