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A More Experiments

A.1 Comparison of additional metrics for image quality

To further validate our PixelFolder in terms of image quality, we report two new
indicators, namely Inception Score (IS) and Perceptual Path Length (PPL). The
IS was shown to correlate well with the human scoring for judging the realism
of generated images on CIFAR-10 dataset [6], the higher IS score indicators the
better image quality. The PPL indicates the smoothness of the mapping from
a latent space to the output images, which is very important for high quality
image generation [3]. The smooth mapping will have a small PPL. In Tab. A,
the overall performance of PixelFolder is still better.

Method
FFHQ, 256× 256 LSUN Church, 256 × 256
IS ↑ PPL ↓ IS ↑ PPL ↓

INR-GAN 4.51±0.08 62 2.69±0.02 529
CIPS 4.75±0.06 273 2.73±0.02 3132
StyleGAN2 4.86±0.04 209 2.78±0.02 350

PixelFolder 5.04±0.07 197 2.79±0.03 307

Table A: The comparison of inception score (IS) and perceptual path length
(PPL) on FFHQ and LSUN Church. The higher IS score and the lower PPL
score indicate the better performance in terms of image quality. These results
further validate the superior of the proposed PixelFolder.

⋆ Corresponding Author.
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Method
FFHQ, 512× 512 FFHQ, 1024× 1024

#Params↓ FID ↓ #Params↓ FID↓

INR-GAN 112.43 - 117.30 16.32
CIPS 145.12 - 574.32 -
StyleGAN2 30.28 4.15 30.37 2.84

PixelFolder 20.84 4.08 21.14 2.98

Table B: Comparison of high-resolution image generation. The proposed Pix-
elFolder has better performance with fewer parameters than other methods.

Method Cat Bedroom

INR-GAN - 3.40
CIPS 12.86 -
StyleGAN2 9.14 2.65

PixelFolder 8.41 3.71

Table C: Comparison of FID scores on
LSUN Cat and LSUN Bedroom.

Method FFHQ Church

UDM(RVE)+ST [a] 5.54 -
UnleashTR [b] 6.11 4.07

StyleGAN2 3.83 3.86
PixelFolder 3.77 2.46

Table D: Comparison with diffusion
models in terms of FID score.

A.2 Comparison of high-resolution image generation

In Tab. B, we compare the performance of high-resolution image generation be-
tween the proposed PixelFolder and other SOTA methods, i.e. 512 × 512 and
1024 × 1024. From these results, we observe that PixelFolder still has compet-
itive performance in terms of model efficiency and image quality. Compared to
StyleGAN2, PixelFolder obtains competitive FID values with only two-thirds of
its parameters, and especially at 512×512 resolutions where PixelFolder obtains
better performance. Note that the proposed PixelFolder is directly implemented
without any tricks like adding additional noises. INR-GAN and CIPS are out of
GPU memory to train.

A.3 Comparison on more datasets

We conduct additional experiments on two popular datasets as reported in Tab.
C, i.e. LSUN cat and LSUN bedroom. The proposed PixelFolder still obtains
competitive performance, which further demonstrates the generalizability of our
PixelFolder.

A.4 Comparison with more typical methods

In addition to some GAN-based approaches [1,4], we further compare PixelFolder
with the recently popular diffusion models [5,2] in Tab. D, where the merits of
our method still can be seen.
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B Experiment details

To ablate the pixel folding operations, we compare them with the alterna-
tives of down-sampling and deconvolution (DeConv) in Tab.3 of the main pa-
per. We can see that both alternative models, i.e., Fold+DeConv and Down-
Sampling+DeConv, have more parameters than Fold+Unfold (base). The main
reason for the parameter gap is that the pixel unfolding operation reduces the
number of channels of the hidden tensors, thus the corresponding convolution
kernel has fewer parameters (see blue font in Tab. E).

In order to keep the shape of the hidden tensor with red color consistent,
we further modify DeConv0 and DeConv1, i.e., the kernels are replaced with
3× 3× 512× 128 and 3× 3× 128× 512, respectively. The results of the shape-
consistent alternatives are shown in Tab. F. Although Fold+DeConv-sc and
Down-Sampling+DeConv-sc guarantee the consistency of the shape of pixel ten-
sors, their performance lags far behind that of Fold+Unfold (base), which further
demonstrates the effectiveness of pixel folding operations.

Layers Fold+UnFold (base) Fold+DeConv DownS.+DeConv

Initialization 16× 16× 512 16× 16× 512 16× 16× 512

projection 16× 16× 32 16× 16× 32 -

Folding×2/DownS. 4× 4× 512 4× 4× 512 4× 4× 512

ModConv0/DeConv0
4× 4× 512

(3× 3× 512× 512)
8× 8× 512

(3× 3× 512× 512)
8× 8× 512

(3× 3× 512× 512)

Unfolding0 8× 8× 128 - -

ModConv1
8× 8× 512

(3× 3× 128× 512)
8× 8× 512

(3× 3× 512× 512)
8× 8× 512

(3× 3× 512× 512)

ModConv2/DeConv1
8× 8× 512

(3× 3× 512× 512)
16× 16× 512

(3× 3× 512× 512)
16× 16× 512

(3× 3× 512× 512)

Unfolding1 16× 16× 128 - -

ModConv3
16× 16× 512

(3× 3× 128× 512)
16× 16× 512

(3× 3× 512× 512)
16× 16× 512

(3× 3× 512× 512)

ToRGB
16× 16× 3

(1× 1× 3× 512)
16× 16× 3

(1× 1× 3× 512)
16× 16× 3

(1× 1× 3× 512)

Table E: The tensor shapes of the output of layers in the first row. (k × k ×
cin× cout) represents the kernel size of corresponding convolution layer. The red
font indicates the tensor shape before feeding into ModConv or DeConv, and
the blue font indicates the kernel size of ModConv or DeConv with red tensor
as input.
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Settings #Parm (M) ↓ GMACs ↓ FID ↓ Precision ↑ Recall ↑

Fold+Unfold (base) 20.84 23.78 5.49 0.679 0.514

Fold+DeConv 29.41 86.53 5.60 0.667 0.371
Fold+DeConv-sc 12.66 12.12 8.41 0.643 0.366

Down-Sampling+DeConv 29.21 89.38 5.53 0.679 0.456
Down-Sampling+DeConv-sc 12.46 12.97 8.36 0.670 0.442

Table F: Additional ablation study on FFHQ. The models of all settings are
trained with 200k steps for a quick comparison. ”sc” is short for ”shape-
consistent”. The results further prove the advantages of pixel folding operations.

C Additional samples

In Fig. A, we provide more interpolations on LSUN Church to further demon-
strate the generalization capability of PixelFolder. We also provide additional
samples on different datasets in Fig. B. Similar to StyleGANv1v2 [3,4] and
CIPS [1], our model also has the capability of style mixing controlled by stage-
wise latent codes as illustrated in Fig. C.

Fig.A: Interpolations by PixelFolder on LSUN Church. The factor α of the
interpolations is set to smaller than that of Fig.4 of the main paper. These
interpolations further demonstrate the generalization capability of PixelFolder
when the input noise fluctuates slightly.
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(a) FFHQ. (b) LSUN Church.

(c) LSUN Bedroom. (d) LSUN Cat.

Fig. B: Additional samples of PixelFolder on different datasets, i.e., FFHQ,
LSUN Church, LSUN Bedroom and LSUN Cat.
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Fig. C: Stage-wise style mixing of our PixelFolder trained on FFHQ. The left two
columns are the images generated by latent code z1 and z2, respectively. The
three columns on the right are the images generated by replacing z1 at stage1,
stage2 and stage3 with the corresponding latent code z2.
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