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A Paint2pix for Artistic Content Generation

While the main goal of paint2pix is to perform photorealistic image synthe-
sis from primitive human paintings and brushstrokes, it can also be used for
artistic content generation. In this section, we explore how paint2piz along with
encoder-bootstrapping [1] would allow a novice artist to generate different forms
of professional artistic content (e.g., colored sketches, oil painting, disney car-
toons, watercolor paintings, etc.) using just few rudimentary brushstroke inputs.

Approach. In particular, we first use the non-adversarial domain adaptation
strategy from Gal et al. [2], in order to finetune the original StyleGAN [6] gen-
erator network (e.g., trained on FFHQ [5] for faces) to produce images from
different artistic domains. Different variations in output artistic domain are
achieved through simple text commands for source-to-target domain transition
(e.g., photo — watercolor painting) without requiring image datasets for the tar-
get domain. We then use the encoder-bootstrapping strategy from [1], wherein
paint2piz encoding is used in conjunction with the domain-adapted generator
network in order to infer user-intention in the target domain. The generalizabil-
ity of paint2piz model to different brushstroke variations (or abstractions) is
important in this regard, as it allows paint2piz to reliably encode image seman-
tics from canvas inputs belonging to different artistic domains (e.g., watercolor
paintings) into the latent space of the domain-adapted StyleGAN generator.

Results. Results are shown in Fig. 1. We observe that similar to photorealistic
image synthesis, paint2piz allows a novice user to easily express his/her ideas in
visual form while progressively synthesizing different styles of high-quality artis-
tic content. Furthermore, we observe that the user-intention predictions from
rudimentary user inputs are adapted in order to fit the given artistic context.
For instance, coarse scribbles describing the hair of a person are expressed dif-
ferently for toon (more shiny) and watercolor (more fluid) painting generation.
This property is highly convenient, as it implies that a novice user can now create
different forms of professional-level art without requiring expertise in the target
domain (e.g., oil paintings, colored sketches, etc.), through the use of just few
generic (not domain dependent) and coarse user scribbles.
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(a) Paint2pix for Metface-like [4] Art Generation
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(b) Paint2pix for Colored Sketch Generation
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Fig. 1. Analysing paint2pix usage for different forms of artistic content generation.
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B Achieving Gender Variation Edits

As discussed in the main paper, one of the limitations of paint2piz is that it
does not provide a direct approach for achieving advanced semantic edits, which
are not easily expressed using coarse scribbles. For instance, consider the gender
variation edit. A change in underlying gender of a person requires a range of
subtle changes in the facial details (e.g., facial hair, hairstyle, eyebrow thickness,
use of more masculine/feminine features for face shape, nose, etc.). Capturing
all these variations using coarse scribbles is not easily feasible. In this section,
we describe another way of achieving advanced semantic edits with paint2piz,
which uses progressive image synthesis (Sec. 4 from main paper) to infer global
gender edit direction (Sec. 6 from main paper) in StyleGAN [6] latent space.

Approach. The approach can be summarized as follows,

— First, we synthesize a gender neutral hairstyle face. As shown in Fig. 2a,
this can be easily achieved with paint2piz using just few user scribbles, by
starting with off with a gender neutral hairstyle and then selecting the desired
output from the set of multi-modal output predictions.

— We next use coarse brushstrokes in order to generate female and male vari-
ations from the originally synthesized image (refer Fig. 2b).

— Finally, we use the formulation from Sec. 6 from main paper in order to infer
global gender edit direction from the synthesized female (xg) and male (z1)
facial images. This edit zg — x1 can then transferred to images across the
input domain in order to achieve the gender variation edits (refer Fig. 2c).
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(c) Transfer the original edit to new images

Fig. 2. Analysing paint2pix usage for achieving gender variation edits.
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C Experiment Details
C.1 Implementation Details

Encoder Design. We use the recently proposed encoder architecture from
Alaluf et al. [1] for designing both canvas and identity encoders for paint2piz.
Also we adopt the iterative refinement strategy from [1], wherein starting with
a latent code initialization wY, the encoder proceeds to gradually refine the final
latent space predictions over N iterative steps. For paint2piz, the latent code
initialization for the canvas encoder (for both wy, w;y1) is chosen to be the av-
erage StyleGAN [6] latent code for the given input domain. The latent code for
the identity encoder is initialized from the latent space prediction w;y; of the
canvas encoding stage, which then refines it over N iterative steps to output the
final latent prediction w;y1. We use N = 5 iterative refinement steps for both
canvas and identity encoders in our experiments.

Data Augmentation. As discussed in the limitations section (Sec. 9 of the main
paper), we note that a key requirement for real image editing is the ability of
the used encoder model to invert the original input image onto StyleGAN latent
space. For instance, while performing real image editing (i.e. initialize C; as a real
image input), the ability of paint2piz to perform different semantic edits would
depend highly on the ability of the canvas encoder to reconstruct the original
input image through output prediction y;. While the painting annotations used
during training include both incomplete and complete paintings, the number
of complete paintings used might be insufficient to ensure invertibility of the
canvas encoder. In order to ensure additional invertibility of the canvas encoder,
we augment the original data to also learn a real-to-real mapping by randomly
choosing C; = C; 1 = §j; with a 30% probability during training.

C.2 Hyperparameter Summary

A summary of different hyperparamters used during paint2piz training is pro-
vided in Table 1.

Loss Function Hyperparameter Set Value
A 0.8
Lpred !
Az 0.1
A: 0.4
Ledit 3
VI 0.001
As 0.8
Eembed )\6 0.001
A7 1.0

Table 1. Hyperparameter selection summary for Paint2pix implementation.
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C.3 Quantitative Experiments

In addition to qualitative comparisons, we report quantitative results on the per-
formance of our approach (refer Table 2 of main paper). For each image synthesis
/ editing task, we report the output image quality using the Fréchet inception
distance (FID) [3] between the final output and original input distribution. We
also perform a human-evaluation study and report the percentage of human
users which prefer our method as opposed to competing works. In this section,
we provide further details on the procedure used for performing data collection
and human evaluation for the quantitative experiments.

Data collection. Since there is no predefined dataset for custom image syn-
thesis (or edits) using user-scribbles, we create our own dataset for reporting
quantitative results. For each image manipulation task (e.g., semantic-image ed-
its), we first use the paint2piz user-interface in order to manually generate 200
different {C;, Cy11} tuples, describing a range of possible edits across different
images from the CelebA-HQ [7, 8] dataset. The alpha-maps (rgba format) from
these edits are then transferred to other images from the CelebA-HQ dataset,
which share similar facial pose as the original image on which the edit was
performed. Finally, the collected edit samples are manually filtered in order to
remove possible inconsistencies arising during the edit transfer process (e.g.,
adding eyebrows on the eye region). The final dataset consists a total of 1k edit
samples {C}, Cyy1} for each custom image manipulation task discussed in the
main paper.

Human user study. While FID [3] scores help evaluate the quality of output
predictions, it does not provide information on whether the output image pre-
dictions provide a good description of the edit made by the user through coarse
scribbles. In order to evaluate the same, we perform a human-evaluation study
wherein given the original input image C; and the coarse user-input in Cy 1, the
participants are shown different edit outputs (from paint2piz and gan-inversion
methods) and asked to select the output image which is the most realistic rep-
resentation of the shown edit. For each task (e.g., semantic-image edits), the
collected edit samples (discussed above) were divided among 50 human partici-
pants, who were given an unlimited time in order to ensure high quality of the
final results. Additionally, in order to remove data noise, we use a repeated com-
parison (control seed) for each user. Responses of users who answer differently
to this repeated seed are discarded while reporting the final results.
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