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In our supplemental materials, we first attach the training and inference codes
of our proposed method in Pytorch. Because the maximum file size is 100 Mb,
we could not upload any checkpoint. The detailed network structure could refer
to our codes. Then we provide the following contents, which were not presented
in the paper due to the space limitations:

– Additional swapped faces on FaceForensics++ [6] and CelebA-HQ [3] test
set. Details can be found in following Sec. 1

– Additional reenacted faces of the reconstruction and reenactment tasks on
VoxCeleb2 [2] test set. Details can be found in following Sec. 2

– Additional video face swapping results sampled from FaceForensics++ and
video face reenactment results sampled from VoxCeleb2 test set. Details can
be found in following Sec. 3

1 More Swapped Results

We show more swapped faces on FaceForensics++ [3] and CelebA-HQ [3] in
Fig. 1 and Fig. 2. MegaFS [10] fails to produce realistic facial texture due to the
directly blending post-processing operation. Compared to the FaceShifter [4] and
SimSwap [1], our results share the local (i.e., mouth and eyes areas) and global
(i.e., facial textures) identity information with the source faces much better
while keeping the attributes of the target unchanged. Besides, thanks to the
sufficient identity-related feature interaction and powerful face generator, our
method does not introduce inappropriate cues from the source and generates
more realistic results, i.e., fewer artifacts and higher sharpness.

2 More Reenacted Results

We show more reenacted faces of the reconstruction task and the reenactment
task on VoxCeleb2 [2] test set in Fig. 3 and Fig. 4. X2Face [8] can only handle the
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case when two faces are in similar poses. Bi-layer [9] fails to produce authentic
textures and background, and the face shapes are not faithful to the source.
FOMM [7] and PIRenderer [5] successfully animate the source into the attributes
of the target, but they struggle to keep the identity consistency when two faces
are quite different of the poses and face shape, thus the synthesized faces are
prone to low realism. For comparison, our method generates more realistic results
with accurate pose and expression while still preserving the source identity in
various conditions.

3 Video Face Swapping and Reenactment

For face swapping, we sample two pairs from FaceForensics++ [6] for video
face swapping: 540− 536, 025− 067. The former index provides the target face,
while the latter provides the source face. Note that our model is not trained on
FaceForensics++, and no temporal constraints are used during training and in-
ference. The results of our method are highly consistent with the source identity
and target attributes. For face reenactment, we sample eight pairs from Vox-
Celeb2 [2] test set, i.e., four pairs for the reconstruction and four pairs for the
reenactment, which vividly show that our method successfully learns accurate
motions from the target and maintain the identity of the source face under some
challenging conditions, leading to the better video coherence. Please refer to the
supplementary video for more details. Notably, reenacted videos are presented
in 10 fps for better comparison.
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Fig. 1. More results compared to FaceShifter [4], SimSwap [1], and MegaFS [10] on
FaceForensics++ [6]. Please zoom in for more details.
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Source Target OursSimSwap MegaFS Source Target OursSimSwap MegaFS

Fig. 2. More results compared to SimSwap [1], and MegaFS [10] on CelebA-HQ [3]
test set. Please zoom in for more details.
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Fig. 3. More reconstruction results compared to X2Face [8], Bi-layer [9], FOMM [7],
and PIRenderer [5] on VoxCeleb2 [2] test set. Please zoom in for more details.
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Source Target X2Face Bi-layer FOMM PIRenderer Ours FDF

Fig. 4. More reenactment results compared to X2Face [8], Bi-layer [9], FOMM [7], and
PIRenderer [5] on VoxCeleb2 [2] test set. Please zoom in for more details.
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