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A Network architectures

In this section, we provide the details of network structure. Table 1, 2, are the
network structures of the encoder E, the generator G, respectively. In Conv
and Residual Block, F, K and S respectively represent the output dimension,
convolution kernel size and stride. IN and LN represent instance normalization
and layer normalization, respectively.

B Comparisons with the state-of-the-arts

In Fig 1, We provide additional qualitative comparisons between our method and
other state-of-the-arts(e.g. PATN [6], GFLA [3], ADGAN [2], PISE [4], SPGNet
[1], CoCosNet [5]). Results show that our method can generate more consistent
appearance and pose with the target.

C Visualization of the generated parsing maps

We also provide more visualization results of the generated parsing maps in Fig
2. It is clear that cross attention matrix can accurately predict the target parsing
map regardless of diverse pose and viewpoint changes, revealing the effectiveness
of the proposed cross attention based style distribution module.

D Results of virtual try-on

By exchanging the channel feature of specific semantic region in the style fea-
tures, our model can achieve virtual try-on task. Additional examples of virtual
try-on are shown in Fig 3.

⋆ Corresponding author, email: sunli@ee.ecnu.edu.cn.
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Table 1. The structure of encoder E. In E, we put Iis into Pre-trained VGG19 network
and take the features of the corresponding layers as side branches, then concat them
together with the main branch. Note that we only show one source style Iis as an
example, where i = 1, 2, · · · , 8 is the semantic index. And all Iis concat together lastly.

Input Iis (256× 176× 3)

Intermediate

Layers

Conv(F = 64,K = 7, S = 1),ReLU

Concat(Pre− trained VGG19 conv1 1)

Conv(F = 128,K = 4, S = 2),ReLU

Concat(Pre− trained VGG19 conv2 1)

Conv(F = 256,K = 4, S = 2),ReLU

Concat(Pre− trained VGG19 conv3 1)

Conv(F = 512,K = 4, S = 2),ReLU

Concat(Pre− trained VGG19 conv4 1)

Avg Pooling

Conv(F = 256,K = 1, S = 1)

Output F i
s (1× 1× 256)

Table 2. The structure of the generator G. In AdaIN ResBlocks and AFN ResBlocks,
the content in bracket is used as side branch to affect the main branch.

Input Pt (256× 176× 30) Fs (1× 1× 2048)

Intermediate

Layers

Conv(F = 64,K = 7, S = 1), IN,ReLU Fc(2048),ReLU

Conv(F = 128,K = 4, S = 2), IN,ReLU Fc(256),ReLU

Conv(F = 256,K = 4, S = 2), IN,ReLU Fc(256),ReLU

Fp = Residual Blocks(F = 256,K = 3, S = 1)× 8 Fs′ = Fc(8192),ReLU

Fcrs = AdaIN ResBlock(Fs′)

Fps = CASD (Fcrs,Fp,Fs)

Fps = CASD (Fps,Fp,Fs)

Fp′ = AFN ResBlocks(Fps)

UpSample(scale factor = 2)

Conv(F = 128,K = 5, S = 1),LN,ReLU

UpSample(scale factor = 2)

Conv(F = 64,K = 5, S = 1),LN,ReLU

Conv(F = 3,K = 7, S = 1),Tanh

Output Ît (256× 176× 3)
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Fig. 1. Qualitative comparison between our method and other state-of-the-arts. The
target ground truths and the synthesized results from each models are listed in rows.
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Fig. 2. Given the source image, our model is able to transfer the pose as required. The
synthesized person and visualization of the generated target parsing maps are shown.
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Fig. 3. Given the source image and reference images, our model is able to perform
virtual try-on task. The top half is the results of trying on the upper-clothes and the
bottom half is the results of trying on the pants.
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