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Babuška1,3

1 Czech Institute of Informatics, Robotics and Cybernetics,
Czech Technical University in Prague

2 Faculty of Electrical Engineering, Czech Technical University in Prague
3 Cognitive Robotics, Faculty of 3mE, Delft University of Technology

https://jkulhanek.github.io/viewformer

In this supplementary material, we give more details on the results presented
in the main paper and provide more details on the network architecture. First,
in Sec. A, we present additional qualitative results on various datasets. We also
show examples of context views used to render the final view. The attached
video is described in Sec. B. We include the camera pose estimation results on
the 7-Scenes dataset [12] in Sec. C, and we also show qualitative results of the
novel view synthesis task on the same dataset. In Sec. D, we present an ablation
study. We also show how the performance increases with larger context sizes. In
Sections E and F, we include additional results on the ShapeNet dataset and
the Shepard-Metzler-Parts-7 (SM7) dataset, respectively. Quantitative results of
the codebook model are given in Sec. G. Finally, we give details on the training
hyperparameters and architecture of the models in Sections H and I.

A Qualitative results

We add qualitative results to the ones presented in the paper (see Fig. 1, 6,
and 8 in the main paper). We show the context views together with the rendered
images on the InteriorNet [16], the Common Objects in 3D (CO3D) [23], and
the 7-Scenes [12] datasets. The generated images are displayed in Fig. 1, Fig. 2,
and Fig. 4, respectively. We also show images generated with full context sizes
in Fig. 3. It is important to note that all the visualizations, including the video,
were rendered on previously unseen scenes (objects).

The images rendered on the largest and most complex dataset – InteriorNet,
although slightly blurry, resemble the ground truth (GT) images well. For the
7-Scenes dataset, the trained model overfitted the data, and the quality of the
generated images was not as good as on other datasets. Notice how the image
rendered on CO3D is smoother than the ground truth image. In the case of the
flower pot (Fig. 2), we can see that the model could not represent the particular
shape and used a simpler shape instead. This is an intriguing property of the
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context images GT generated

Fig. 1. Visualization of the model trained on the InteriorNet dataset [16]. We show the
images generated with context size 8 while the model was trained with context size 19

model which in the case of incomplete information uses its large prior to achieve
more realistic renderings at the cost of being less similar to the real object.

B Attached video

We attach a video file4 showing the generated images on various datasets. The
video contains the results generated on the ShapeNet, CO3D, InteriorNet, and
7-Scenes datasets. On the ShapeNet dataset, we compare our model with Pixel-
NeRF [35]. We render video sequences of rotating objects using the same three
context views. For the CO3D dataset, we show video sequences of rotating ob-
jects using 9 context views. We also show how the model changes its prediction
given more context views. Unfortunately, we cannot compare with PixelNeRF
[35] because the method was not able to converge properly on the dataset (see
Sec. 4 in the main paper). Also, we cannot compare with NerFormer [23] be-
cause the source code is not publicly available. Finally, we show the results on
the InteriorNet dataset as well as on all scenes from the 7-Scenes dataset.

One might expect that with the discrete codebook codes the learned repre-
sentation would be quantized and an arbitrary pose could not be represented
by the model. However, from the sequences generated on the ShapeNet dataset,
we can see that this problem does not occur and the model is able to capture
the motion, smoothly transitioning between the true poses. Therefore, although
the codes are discrete, they can represent a continuous range of objects’ orien-
tations and positions. It is interesting to see that our approach is occasionally

4 https://jkulhanek.com/viewformer/video.html

https://jkulhanek.com/viewformer/video.html
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ctx. images GT generated

Fig. 2. Visualization of the model trained on the CO3D dataset [23]. We show the
images generated with context sizes 1, 4, and 8 while the model was trained with
context size 9
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GT generated GT generated

Fig. 3. Images generated on the InteriorNet dataset (left) with context size 19 and
the CO3D dataset (right) with context size 9. For the CO3D evaluation, we used the
model trained on all categories
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Table 1. Camera pose estimation accuracy on the 7-Scenes dataset [12], reported as
the mean median position (in meters) and orientation (in degrees) errors over all scenes.
We report results with an InteriorNet pre-trained codebook (‘-in’) and a codebook
fine-tuned on 7-Scenes (‘-7s’). We further compare a simple decoding scheme (random
context views) with a variant that uses the top-10 most similar training images for
each query view (‘top10’), identified via image retrieval

All Chess Fire Heads Office Pumpkin Kitchen Stairs
Method Pos/Ori Pos/Ori Pos/Ori Pos/Ori Pos/Ori Pos/Ori Pos/Ori Pos/Ori

ViewFormer-in 0.24/10.49 0.16/8.03 0.24/11.35 0.17/13.23 0.25/10.33 0.23/8.20 0.31/11.01 0.30/11.28
ViewFormer-in-top10 0.19/7.82 0.13/6.36 0.22/10.27 0.17/10.85 0.17/6.42 0.19/6.26 0.21/6.62 0.21/7.97
ViewFormer-7s 0.23/8.46 0.15/6.31 0.23/10.03 0.19/12.68 0.23/7.69 0.19/5.59 0.27/7.75 0.31/9.18
ViewFormer-7s-top10 0.17/6.68 0.12/4.85 0.20/8.65 0.17/10.41 0.15/5.11 0.16/4.78 0.18/5.01 0.22/7.93

Oracle-top10 0.21/10.01 0.18/9.16 0.27/10.37 0.12/11.44 0.22/8.33 0.24/8.20 0.26/9.72 0.19/12.85

PoseNet [14] 0.44/10.4 0.32/8.12 0.47/14.4 0.29/12.0 0.48/7.68 0.47/8.42 0.59/8.64 0.47/13.8
MapNet [4] 0.18/6.56 0.09/3.24 0.20/9.29 0.12/8.45 0.19/5.45 0.19/3.96 0.20/4.94 0.27/10.57
LENS [18] 0.05/2.5 0.04/2.0 0.03/1.5 0.02/1.5 0.09/3.6 0.08/3.1 0.07/3.4 0.03/2.2
MS-Transformer [27] 0.18/7.28 0.11/4.66 0.24/9.6 0.14/12.19 0.17/5.66 0.18/4.44 0.17/5.94 0.26/8.45
RelocNet [1] 0.21/6.72 0.12/4.14 0.26/10.4 0.14/10.5 0.18/5.32 0.26/4.17 0.23/5.0 0.28/7.53
CamNet [8] 0.04/1.69 0.04/1.73 0.03/1.74 0.05/1.98 0.04/1.62 0.04/1.64 0.04/1.63 0.04/1.51
DenseVLAD [26,31] 0.26/13.1 0.21/12.5 0.33/13.8 0.15/14.9 0.28/11.2 0.31/11.3 0.30/12.3 0.25/15.8
DenseVLAD+Int.[26] 0.24/11.7 0.18/10.0 0.33/12.4 0.14/14.3 0.25/10.1 0.26/9.42 0.27/11.1 0.24/14.7

DSAC* [2] 0.03/1.36 0.02/1.10 0.02/1.24 0.01/1.82 0.03/1.15 0.04/1.34 0.04/1.68 0.03/1.16
hloc [24] 0.03/1.09 0.02/0.85 0.02/0.94 0.01/0.75 0.03/0.92 0.05/1.30 0.04/1.40 0.05/1.47
Active Search [25] 0.04/1.18 0.03/0.87 0.02/1.01 0.01/0.82 0.04/1.15 0.07/1.69 0.05/1.72 0.04/1.01

not color consistent from frame to frame, e.g., see the police car at time 0:07.
We believe that the cause of this problem may stem from the codebook. It was
trained using a perceptual loss, which might be less sensitive to colors [9]. On
the InteriorNet dataset (time 3:02), look at the pictures on the wall. The model
first generates a window in place of the pictures, and with more context views,
it replaces the window with two pictures. This illustrates well how the model
improves its prediction given more context views.

C 7-Scenes evaluation

In order to evaluate the performance of our approach on the task of camera
pose estimation, we present the results on a localization benchmark dataset –
7-Scenes [12] (cf. Sec. 4 in the main paper). We trained two models – one with a
fine-tuned codebook and the other one with the InteriorNet-trained codebook.
For all models, we used context size 19. We have evaluated the method on all
views from the test set of each of the 7 scenes and used the views from the
training set as context images. Generated images can be seen in Fig. 4.

For localization, we have experimented with different strategies for obtaining
the context view required by our approach: by default, we simply randomly select
19 training images as context for each test image. We further evaluate a variant
that uses the top-10 most similar images identified via image retrieval with
DenseVLAD [31] descriptors (indicated as “-top10”). The remaining 9 context
images are randomly selected from the training images. We also experimented
with using the top-19 retrieved images but found this approach to work worse.
We attribute this to the fact that the images of the 7-Scenes datasets are taken
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GT interiornet-cb 7scenes-cb

Fig. 4. Evaluation of the transformer model on the 7-Scenes dataset [12]. We display
the ground-truth image (GT), the image generated using a codebook trained only on
the InteriorNet dataset (interiornet-cb) and the image generated by a model with
codebook fine-tuned on the 7-Scenes (7scenes-cb). For the visualization the context
size was set to 19
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in sequences and that there is little viewpoint variation between the top-19
retrieved images.

We evaluate variants where the codebook is trained only on InteriorNet (in-
dicated as “-in”) and where the codebook is fine-tuned on the training images of
7-Scenes (“-7s“). As can be seen in Tab. 1, using a fine-tuned codebook improves
performance. Similarly, using the top-10 retrieved images leads to more accurate
camera poses. For evaluation, we follow the common practice and report the
median position and orientation error per scene, as well as the mean median
position and mean median orientation error over all the scenes.

To better understand the performance of our approach, we compare it against
an oracle. Given the top-10 retrieved images via DenseVLAD, the oracle selects
the retrieved image with the smallest position and the smallest orientation error.
As shown in Tab. 1, our approach outperforms the oracle on most scenes. This
implies that the model is able to interpolate the context views such that it
generates a pose that is closer to the query than any other in the context.

Tab. 1 also includes comparison with various baselines. Absolute pose re-
gression techniques [4,14,18,27] train a CNN to directly regress the camera pose
for a given input image. Our approach performs similarly well or better than
these baselines, with the exception of LENS [18], which uses additional training
data in the form of images rendered from novel viewpoints. Our approach also
typically outperforms the two image retrieval-based baselines (DenseVLAD and
DenseVLAD + Int.) They were proposed in [26] as a form of sanity check for
absolute pose regression approaches.

Similar to our approach, relative pose regression approaches [1,8] estimate
the pose of the test image wrt. a set of context views. These context views are
obtained by finding the most similar training images using image retrieval. Our
approach performs similarly well (and often better) as RelocNet [1], which also
uses a single forward pass to regress relative poses (between pairs of images).
CamNet [8] uses a more complicated pipeline consisting of coarse and fine relative
pose regression stages, which results in higher accuracy.

Structure-based approaches use 2D-3D matches between pixels in a test im-
age and 3D scene points [3,24,25]. These approaches currently represent the
state-of-the-art in terms of pose accuracy and are more accurate than pose
regression-based techniques. In contrast to the other baselines, they store the
3D structure of the scene. Overall, the results show that our approach achieves
a similar level of pose accuracy as comparable methods.

D Ablation study

We compare our model with alternative architectures to validate the design
choices we made. We also demonstrate how the quality of predictions improves
with larger context sizes. The InteriorNet dataset [16] was used for all evaluations
because of its large size. The context size was 19.
Different model variants. We compare variants of our approach trained for
only one of the two tasks – image generation and localization – on the Interi-



8 J. Kulhánek et al.

orNet dataset [16]. We also evaluate the importance of the proposed branching
attention by training alternative language models (LMs) that do not use it. As
discussed in Sec. 1 in the main paper, one way to train the transformer without
the branching attention is to have a purely autoregressive (causal) LM [20,32].
These models were successfully applied to similar tasks [11,19,22]. We also train
another alternative – masked LMs – that benefits from the same inference speed
as our method [7]. In particular, the following models are compared:

– ViewFormer – our approach with both localization and image generation
enabled.

– ViewFormer no-loc – our approach without localization.
– ViewFormer no-imagen – our approach without image generation.
– Causal LM – the same transformer model with autoregressive decoding.

Instead of decoding all tokens at once, we model the probability distribution
over the next image token given all previous tokens [20,32].

– Causal LM + masked loc. – causal LM with added localization. For the
localization, we mask the poses of three random views from the training
batch and attach a regression head to the last token of each image.

– Masked LM – the same transformer model with masked decoding (without
the branching attention). We randomly mask three views from the training
sequence and train the model to recover it. Note that the model is optimized
for a single context size (previous variants optimized for all context sizes).

– Masked LM + masked loc. – masked LM with added localization. For
the localization, we mask the poses of three random views from the training
batch and attach a regression head to all image tokens. The resulting poses
are averaged in the same way as in ViewFormer.

The results (averaged over all test scenes) are shown in Tab. 2. We also
include a qualitative comparison in Fig. 5. As can be seen, training without
the localization task improves image quality, whereas there is little difference in
terms of pose accuracy between training with or without the generation.

Our method outperforms both causal LM and masked LM in image gener-
ation performance and localization accuracy. Note that our decoding is much
faster compared to causal LM because we decode all tokens at once (see Sec-
tion 1 in the main paper). For a causal LM, generating a single view takes 10 s
even when using cache. Compare this to 93ms for the ViewFormer. Compared
to masked LM, our model has the same inference speed, but the added benefit
of being optimized for all context sizes. Masked LM can be optimized for one
context size only.
Increasing the context size. We show the effect of increasing the context size
on localization and image generation performance. The image generation perfor-
mance (measured with PSNR) and the localization accuracy (median euclidean
distance between the predicted camera position and the ground truth) are shown
in Fig. 6. The results were computed on all scenes from the test set.

We can see that the performance of both novel view synthesis and camera
pose estimation increases with more context views. The change is most promi-
nent in the first five views, but after that it keeps increasing as well.
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GT ViewFormer ViewFormer
no-loc

Causal LM Causal LM
masked loc.

Masked LM Masked LM
masked loc.

Fig. 5. Examples generated by alternative architectures described in Sec. D. The ex-
amples were generated on the test set of the InteriorNet dataset using context size 19.

Table 2. Ablation study evaluated on the InteriorNet dataset [16]. See Sec. D for a
description of the compared variants. We show the PSNR, the pixel-wise MAE, and
the LPIPS distance [36]. For localization, we show the median position error in meters
and the median orientation error in degrees computed over all scenes.

Image generation Localization

Method PSNR↑ MAE↓ LPIPS↓ Pos/Ori↓

ViewFormer 18.53 23.35 0.33 0.19/4.22
ViewFormer no-loc 19.10 21.56 0.32 -
ViewFormer no-imagen - - - 0.19/4.34

Causal LM 16.75 29.88 0.39 -
Causal LM + masked loc. 16.67 30.22 0.39 0.22/6.24
Masked LM 18.76 22.91 0.32 -
Masked LM + masked loc. 14.51 42.89 0.51 0.32/29.65

E ShapeNet evaluation

In this section, we give more details on the ShapeNet results from the main paper
(Fig. 7). We include quantitative and additional qualitative results. We trained
our model on ShapeNet dataset rendered by SRN [29]. The context size used for
training was three. We compare ViewFormer with SRN [29] and PixelNeRF [35].
We show the PSNR and SSIM [33] averaged across color channels for both car
and chair categories with one or two context views. The results are presented in
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Fig. 6. This plot shows the effect of increasing the context size on the PSNR (left)
and the position error (right) evaluated on the InteriorNet dataset [16]

Table 3. ShapeNet results comparing ViewFormer with SRN [29] and PixelNeRF [35].
We show the results for both car and chair category with one or two context views

cars 1 view cars 2 views chairs 1 view chairs 2 views

Method 3D PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑

ViewFormer ✗ 19.03 0.83 20.09 0.85 14.74 0.79 17.20 0.84

SRN [29] ✓ 22.25 0.89 24.84 0.92 22.89 0.89 24.48 0.92
PixelNeRF [35] ✓ 23.72 0.91 26.20 0.94 23.17 0.90 25.66 0.94

Tab. 3. We also extend Fig. 7 from the paper with additional qualitative results
on cars and chairs in Fig. 7 and 8.

From the results, we can see that our method performs worse than both SRN
[29] and PixelNeRF [35] in terms of the quantitative results. This is expected be-
cause our method was designed for more views (more than 10) and was evaluated
using one or two views. However, compared to PixelNeRF our method is able
to recover more detail, whereas PixelNeRF produces blurry output, especially
on the car category. Based on the qualitative results, we argue that although
our approach has worse quantitative numbers, our results look more realistic. A
possible cause for this observation could be that blurring the edges of an object
can hide the unprecise geometry rendered by the model and increase PSNR.
However, it loses fine detail in the images.

F Shepard-Metzler-Parts-7 evaluation

We evaluated our model on the Shepard-Metzler-Parts-7 dataset [10,28] to com-
pare our approach to other methods that only operate in 2D [6,10,30]. For the
evaluation, we used the context size three. The additional qualitative results,
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context views GT PixelNeRF ViewFormer

Fig. 7. Additional ShapeNet cars qualitative comparison with PixelNeRF [35] using
two context views
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context views GT PixelNeRF ViewFormer

Fig. 8. Additional ShapeNet chairs qualitative comparison with PixelNeRF [35] using
two context views
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context images GT GQN STR-GQN ours

Fig. 9. Qualitative results on the SM7 dataset [10]. We compare against GQN [10] and
STR-GQN [6]

Table 4. Comparison with GQN-based methods [5,10,30] on the SM7 dataset. We
show the MAE, RMSE, and the position and orientation errors (Pos, Ori)

Image generation Localization

Method MAE↓ RMSE↓ Pos/Ori↓

ViewFormer 1.61 7.02 0.21/3.48
GQN [10] 3.13 9.97 -
E-GQN [30] 2.14 5.63 -
STR-GQN [5] 3.11 10.56 -

presented in Fig. 9, extend Fig. 5 from the main paper. Unfortunately, in the
qualitative analysis, we cannot compare with E-GQN [30] because the authors
did not make the generated images or models public.

Tab. 4 presents quantitative results (averaged over 1000 scenes). As our
method uses images of sizes 128 × 128 pixels, we rescaled the images before
training the codebook. For evaluation, we used the original image size 64 × 64
pixels of the dataset. We report the pixel-wise mean absolute error (MAE) and
root mean square error (RMSE). For reference, we also show the localization
accuracy. The position error (Pos) is the median euclidean distance between the
predicted positions and the ground-truth camera positions, and the orientation
error (Ori) is the median of the angular distances in degrees.

As can be seen, our method clearly outperforms the baselines in terms of the
MAE. E-GQN performs best in terms of the RMSE as it is trained to optimize
this metric, whereas our method uses MAE and perceptual loss.



14 J. Kulhánek et al.

Table 5. Codebook evaluation on the SM7 [10,28], InteriorNet [16], CO3D [23], and
7-Scenes [12] datasets. We report the PSNR, MAE, and LPIPS metrics averaged over
1000 sampled images. The codebooks were evaluated with image size 128×128, except
for ‘CO3D@400’, which was evaluated with image size 400 × 400 pixels

dataset PSNR↑ MAE↓ LPIPS↓

SM7 36.96 1.06 0.0075
InteriorNet 24.86 11.01 0.1966
CO3D 25.14 5.70 0.0994
CO3D@400 25.34 5.63 0.1670
7-Scenes (fine-tuned) 19.29 17.51 0.2937
7-Scenes 19.00 19.22 0.3621
ShapeNet-cars 23.50 5.46 0.0734
ShapeNet-chairs 27.43 2.75 0.0425

G Codebook evaluation

In this section, we add more details on the codebook’s representation capabilities
(see Fig. 4 in the main paper) by showing quantitative results. We evaluated the
codebook models on each dataset’s test set. We report the peak signal-to-noise
ratio (PSNR), mean absolute error computed in the RGB image space (MAE),
and the LPIPS distance [36]. All codebooks were evaluated with image size
128 × 128 pixels except for ‘CO3D@400’, which was evaluated with image size
400× 400 pixels to be comparable with [23]. The metrics are averaged over 1000
randomly sampled images. The results can be seen in Tab. 5.

Before training the final codebook, we experimented with different codebook
models. We also trained the DALL·E codebook [22], which yielded slightly blurry
images even when we used a codebook of size 8192 (normally, we use a codebook
of size 1024). We observed a similar outcome with our codebook when we did
not use the perceptual loss. We also tried to use a GAN loss for the codebook,
as described in [11]. However, the generated images did not look geometrically
consistent.

H Training details

To allow our results to be reproduced, we give the details on the architecture of
our method as well as the training hyperparameters.

All our codebook models were trained using the same set of hyperparame-
ters.5 We trained codebooks of size 1024. The architecture is very similar to [11]
and is summarized in Sec. I. We used the Adam optimizer [15] with learning
rate6 1.584×10−3 to train for 200k steps (roughly 480 GPU-hours) with a batch
size of 352. For the CO3D dataset, we trained on the same 10 object categories as

5 Except for the SM7 dataset, where we only fine-tuned an existing model.
6 The learning rate was rescaled from prior experiments; 1.6 × 10−3 would work too.
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in [23] as well as on the full dataset. For the 7-Scenes dataset, due to not having
enough images to train from scratch, we finetuned an InteriorNet pre-trained
model. Therefore, we used only 20k batch updates with the same hyperparame-
ters.

The architecture of our transformer model is based on GPT2-base [20],
and has 12 transformer blocks, 12 attention heads, and the hidden size is 768.
The model design was chosen based on its successes in other domains and because
its size fits well on our hardware. We trained our transformer models using the
AdamW optimizer [17]; we used the cosine schedule for the learning rate with a
2k step linear warmup.

For the InteriorNet dataset, we used the mixed-precision training with
learning rate 8× 10−5, batch size 40, and learning rate decay 0.01. The context
size was 19, but we did not optimize the first four views. The weight of the
localization loss term was 5. In all other experiments, the localization loss weight
was 1 unless stated otherwise.

For the Shepard-Metzler-7-Parts (SM7) [10,28] dataset, we trained the
transformer for 120k steps with the context size 5, batch size 128, and the learn-
ing rate 10−4 (cosine decay, warmup). Before passing camera poses into the
transformer, we normalized the positions by multiplying them by 0.2. We also
gradually increased the weight of the localization term from 0 to 1 using the
cosine schedule.7

For the CO3D dataset, we fine-tuned the model trained on the InteriorNet
dataset. For the 10 categories, we optimized the model for 40k gradient steps
with learning rate 10−4 (cosine decayed with a 2,000 step warmup), weight decay
0.05, and batch size 80, employing mixed-precision training. The context size was
9, and the batch size was 80. We scaled the camera positions by 0.05 in order for
the positions to have a similar range as the pre-trained model. We also trained
a model on all dataset categories using 100k gradient steps with the batch size
40, without using mixed-precision training, and when using the localization, we
further used gradient clipping with the norm 1 to improve stability.

For the 7-Scenes dataset, we used a single InteriorNet pre-trained model
which we fine-tuned on all 7-Scenes scenes. Same as in the original model, the
context size was 19, but we did not optimize the first four views. The transformer
was fine-tuned for 10k gradient steps with learning rate 10−5 (cosine schedule,
warmup). We rescaled the positions by multiplying them by 5 to be in the same
range as InteriorNet.

Finally, for the ShapeNet dataset, we fine-tuned InteriorNet pre-trained
model as well. We trained a single model for both categories: cars and chairs with
the context size 3. We did not use mixed-precision training and the batch size
was 64. The transformer was fine-tuned for 100k gradient steps with learning rate
10−4 (cosine schedule, warmup), weight decay was 0.05, and we used gradient
clipping with the norm 1.

7 The schedule is not needed for the training to work and in newer experiments, we
use a constant instead.



16 J. Kulhánek et al.

Table 6. Codebook architecture details: the encoder (top left), the decoder (right),
and the residual block (bottom left). For each layer, we list the number of output
features (Num. features) and their sizes (Out. size). We denote kernel size as ‘ks’, stride
as ‘s’, and the number of groups as ‘g’. We use nearest neighbor for the Upsample 2D
layer. Note that the output of the residual block is added to its input as in ResNets
[13]. If the number of input channels is not equal to the number of output channels, the
residual connection is implemented by applying an affine transformation to the input
features position-wise before summing them with the output of this block

Layer type Num. features Out. size

Conv 2D (ks: 3) 128 128

ResBlock 128 128
ResBlock 128 128
Conv 2D (ks: 3, s: 2) 128 64

ResBlock 128 64
ResBlock 128 64
Conv 2D (ks: 3, s: 2) 128 32

ResBlock 256 32
ResBlock 256 32
Conv 2D (ks: 3, s: 2) 256 16

ResBlock 256 16
Attention 2D 256 16
ResBlock 256 16
Attention 2D 256 16
Conv 2D (ks: 3, s: 2) 256 8

ResBlock 512 8
ResBlock 512 8

ResBlock 512 8
Attention 2D 512 8
ResBlock 512 8

GroupNorm 2D [34] (g: 32) 512 8
Swish [21] 512 8
Conv 2D (ks: 3) 256 8
Conv 2D (ks: 1) 256 8

(a) Encoder

Layer Num. features

GroupNorm [34] (g: 32) in
Swish [21] in
Conv 2D (ks: 3) out
GroupNorm [34] (g: 32) out
Swish [21] out
Conv 2D (ks: 3) out

(b) ResBlock

Layer type Num. features Out. size

Conv 2D (ks: 1) 256 8
Conv 2D (ks: 3) 512 8

ResBlock 512 8
Attention 2D 512 8
ResBlock 512 8

ResBlock 512 8
ResBlock 512 8
ResBlock 512 8
Upsample 2D 512 16
Conv 2D (ks: 3) 512 16

ResBlock 256 16
Attention 2D 256 16
ResBlock 256 16
Attention 2D 256 16
ResBlock 256 16
Attention 2D 256 16
Upsample 2D 256 32
Conv 2D (ks: 3) 256 32

ResBlock 256 32
ResBlock 256 32
ResBlock 256 32
Upsample 2D 256 64
Conv 2D (ks: 3) 256 64

ResBlock 128 64
ResBlock 128 64
ResBlock 128 64
Upsample 2D 128 128
Conv 2D (ks: 3) 128 128

ResBlock 128 128
ResBlock 128 128
ResBlock 128 128

GroupNorm 2D [34] (g: 32) 128 128
Swish [21] 128 128
Conv 2D (ks: 3) 128 3

(c) Decoder

I Codebook architecture

In Tab. 6 we give the details on the codebook architecture (cf. Sec. 3 in the
main paper). The codebook model architecture was taken from [11] and mod-
ified slightly to downscale the images into two times smaller latent space. We
have chosen this architecture because it had shown promising results for image
generation in combination with transformers [11]. The other architecture we had
considered was DALL·E [22], but from our experiments, it performed worse.
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