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Notations

We summarize the notations used in the paper in Table 2.

2

Addtional Metrics
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In addition to FID and IS reported for experiments in main paper, we also
evaluate additional metrics of Precision [7], Recall [7], Density [16] and Cover-

Table 1: Additional metrics on CIFAR-10 dataset.

Imb. Ratio (p) 100 1000
Intra-class FID Precision Recall Density Coverage|Intra-class FID Precision Recall Density Coverage
SNGAN 78.36 0.69 0.53  0.67 0.51 121.57 0.60 0.40 0.43 0.32
+ gSR (Ours) 55.71 0.71 0.56 0.76 0.67 108.12 0.63 0.39 0.53 0.34

BigGAN 57.82 0.65 0.58 0.63 0.67 109.29 0.56 0.50  0.40 0.40
+ gSR (Ours) 43.41 0.74 0.56 0.93 0.80

98.59 0.59 0.51 0.49 0.51
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Table 2: Notation Table

Symbol Space Meaning

K N Number of Classes

Y {1, 2, ..., K} Class label

z R256 Noise vector

D Discriminator

G Generator

x R3XHXW Image

X;, R? Feature vector from the Generator’s 1** ¢cBN’s input fea-
ture map

s R? Mean of incoming features to Generator’s 1* ¢BN from
minibatch B

oh R? Std. dev. of incoming features to Generator’s 1'* ¢cBN
from minibatch B

’yi, R Gain parameter for y*" class of I*" ¢BN layer of Gener-
ator

;, R? Bias parameter for y** class of I*" ¢BN layer of Generator

Ng R Number of groups

Te R Number of columns

E;l, ﬁ:zi:z ’y;l, after groupi.ng

v By after grouping

Omaw RT Spectral norm

Ty N Number of samples in class y

p R Imbalance ratio: Ratio between the most and the least

frequent classes of the dataset

age [16] and Intra-FID for CIFAR-10 dataset. We observe that across all the 4
different imbalance configurations (as in main paper Table 2) there is significant
improvement in all metrics but Recall (which is comparable to baseline in all
cases.

3 Correlations between Spectral Norms and
Class-Specific Mode Collapse

In this section, we provide additional details and comparisons to emphasize the
differences between class-specific mode collapse and the usual mode collapse (as
described in main paper Sec. 3.2). In SNGAN [9] and BigGAN [1], the discrimi-
nator’s (D) weights’ spectral norms tend to explode as the mode collapse occurs
for balanced data. To determine if this also occurs in long-tailed case we train
a SNGAN on CIFAR-10 (p = 100) (with and without gSR) and plot the spec-
tral norm of weights of discriminator layers. We find that spectral explosion for
discriminator weights is not observed in the class-specific mode collapse (with-
out gSR case), as we report in Fig. 1. Discriminator’s layers’ spectral norms do
not show significant change before and after applying gSR . On the other hand,
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Fig. 1: Class-specific mode collapse exhibits unique behaviour with respect
to cBN parameters. Class-specific mode collapse leads to spectral explosion in Gen-
erator’s cBN parameters’ spectral norms (left), which correlates with explosion of FID
(right), while having little effect on discriminator’s parameters’ spectral norms (mid-
dle). Class-specific mode collapse is remedied by gSR which keeps the ¢cBN parameters’
spectral norms under control.

before applying gSR the spectral norms of class-specific parameters of cBN ex-
plode (at step 25k and 50k). At the same stage FID suddenly increases, whereas
there is no anomaly in Discriminator’s spectral norms’. Thus, the class-specific
mode collapse behaviour is different as compared to that of the mode collapse
previously reported in the literature [1,10], and cannot be detected through dis-
criminator spectral norms. Hence, it’s detection requires the analysis of spectral
norms of grouped parameters in cBN which we propose in this paper.

The above spectral explosion of the generator’s cBN motivates us to formu-
late gSR (Sec.3.3). We find (Fig. 1) that after applying gSR there is no spectral
collapse and training is stabilized (decreasing FID).

4 Analysis of Covariance of grouped cBN Parameters

For analyzing the decorrelation effect of gSR (explained in Sec. 3.3), we train
a SNGAN on CIFAR-10 (p=100) with gSR. We then visualize the covariance
matrices of 1";, (grouped 'yi,) across cBN at different layers 1 in the generator. gSR,
leads to suppression of covariance between off-diagonal features of 1";, belonging
to the tail classes, implying decorrelation of parameters (Sec. 3.3). As we go
from initial to final ¢cBN layers of the Generator, we see that this suppression

is reduced in the case when gSR is applied. This leads to increased similarity
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(a) Covariance matrices of 1";, for (1 = 1) for SNGAN baseline.
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(b) Covariance matrices of 1"; for (1 = 3) for SNGAN baseline.
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(c) Covariance matrices of I‘; for (1 = 5) for SNGAN baseline.

Fig. 2: Covariance matrices of 1";, for SNGAN baseline on CIFAR-10 (p =
100).

between the covariance matrices of the head class and tail class. This effect can
be attributed to the features learnt at the respective layers. The initial layers (in
G) are responsible for more abstract and class-specific features, whereas the final
layers produce features while are more fine-grained and generic across different
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BigGAN+gSR(Ours)

Fig. 3: Qualitative comparison of BigGAN variants on Tail classes from
iNaturalist 2019 dataset (p=100) (64 x 64). Each row represents images from a
distinct class.

classes. This is in contrast to what is observed for a classifier, as the generator
is an inverted architecture in comparison to a classifier.

5 Qualitative Results

We show generated images on iNaturalist-2019 and AnimalFace in Fig. 4 and
Fig. 3. These are naturally occurring challenging data distributions for training
a GAN. Sample diversity as well as quality is improved after applying our gSR
regularizer. We also provide a video showing class specific collapse for BigGAN
for CIFAR-10 in gSR.mp4.

6 Experimental Details

In this section, we elaborate on the technical and implementation details pro-
vided in Sec. 4 of the main paper.

6.1 Datasets

We describe the datasets used in our work below:

CIFAR-10: We use CIFAR-10 [6] dataset which comprises of 32 x 32 images.
The dataset is split into 50k training images and 10k test images. We use the
training images for GAN training and the 10k test set for calculation of FID.

LSUN: We use a 250k subset of LSUN [15] dataset as followed by [11,12], which
is split across the classes of bedroom, conference room, dining room, kitchen
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Baseline Baseline + gSR (Ours)

iNaturalist-2019

AnimalFace

FID: 35.76

Fig. 4: Qualitative  Results. The baseline is composed of Big-
GAN [l]+LeCam [l14]+DiffAug [17]. gSR improves the quality and diversity of
the images generated by baseline over challenging iNaturalist-19 and AnimalFace
datasets.

and living room classes. We use a balanced subset of 10k images balanced across
classes for FID calculation.

iNaturalist-2019: The iNaturalist-2019 [1] is a long-tailed dataset composed
of 268,243 images present across 1010 classes in the training set. The validation
set contains 3030 images balanced across classes, used for FID calculation.

AnimalFace [13]: The AnimalFace dataset contains 2,200 RGB images across
20 different categories with images containing animal faces. We use the training
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set for calculation of FID as there is no seperate validation set provided for
baselines. Our results on this dataset show that our regularizer can also help in
preventing collapse in extremely low data (i.e. few shot) scenario’s as well.

6.2 LeCam Regularizer
We use LeCam regularizer [14] for all our experiments.

Ric = E [ID60 —arl’)+ E [ID(GE) - ozl (1)

LeCam regularizer computes exponential moving average of discriminator out-

puts for real and generated images. The difference between discriminator outputs
for real and generated images is taken against the moving averages of discrimi-
nator outputs of generated images (ar) and real images («ar) respectively. This
does not allow the discriminator to output predictions with very high confidence,
thereby preventing overfitting by keeping the predictions in a particular range.
We use the Ap¢ value of 0.1, 0.3 and 0.01 as suggested by the authors [14] ,which
is specified in Table 4. The term ArcRpc is then added to discriminator loss for
regularization.

6.3 Spectral Norm Computation Time

Since our regularizer involves estimating largest singular value for I‘;,, this can
be done through either power iteration or SVD. We use power iterations method
to calculate the singular values of F;, and B;,. We use 4 power iterations for esti-
mating the largest singular value. For perfect decorrelation, other techniques like
Group Whitening [3] can also be used, but they involve full SVD computation.
We provide a comparison of time for 100 generator steps of training for baseline,
baseline (w/ power iteration (piter)) and baseline (with full SVD) computation
for iNaturalist 2019 dataset in table below. All the runs were done on NVIDIA
RTX 3090 GPU on the same machine.

‘Time (in secs)
BigGAN 68
BigGAN (w/ piter) 7
BigGAN (w/ SVD) 1126
Table 3: Comparison of time taken for 100 updates of generator(G) on iNaturalist-
2019 dataset.

As for each class seperate SVD computation is performed we find that the
SVD computation becomes very expensive (Table 3) for large datasets like
iNaturalist-2019. Whereas as the power iteration can be done in parallel there is
not much computation overhead with addition of each class. Hence, techniques
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Table 4: Hyperparameter setups for all the reported experiments. ap, and ag denote
the learning rates for Discriminator and Generator respectively.

Adam EMA Total

Setting (ap, aa, B, B2) Nais Arc Geara Start Iterations
A %e-4, 2e-4, 0.5,0.9 5 0.3 False 120k
B %e-4, 2e-4,0.5,0.9995 0.1 True 1k 120k
C 2e-4, 2e-4,0.5,0.9 5 0.3 True 1k 200k
D 2e-4, 2e-4, 0.0, 0.999 2 0.01 True 20k 120k
E 2e-4, 2e-4, 0.5, 0.999 5  0.01 True 1k 120k
F de-4,1e-4,05,09 5 05 True 1k 120k
| CIFAR-10 | LSUN | iNaturalist-19 | AnimalFace

LSGAN [5]
SNGAN [9] A —

+ gSR (Ours)
BigGAN [1] -

+ gSR (Ours) B CF b b

like Group Whitening [3] which use SVD are not a viable baseline for our case. It
can be observed that despite having large number of classes in iNaturalist there
is only addition of 9 sec, which shows the scalability and viability of proposed
gSR. We provide a PyTorch implementation of ¢cBN, detailing the process of
spectral norm calculation as part of the supplemental material.

6.4 Sanity Checks

We build our experiments over the PyTorch-StudioGAN framework, which pro-
vides a simple framework over standard GAN architectures and setups. Since we
are not using the official code for the LeCam Regularizer baseline [14], we first re-
produce the BigGAN (4 LeCam + DiffAug) results on CIFAR-10 to ensure that
our codebase is on par with the official codebase of the LeCam GAN. Our code
obtains an FID of 7.594.04 vs. 8.314¢.03 reported in same setting by Tseng et
al. [14], which verifies the authenticity of our experiments. Hence, we compare
our results to a stronger baseline which is due to improved implementation of
BigGAN in the framework.
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6.5 Hyperparameters

We provide the details of the hyperparameters used in the experiments in Table
1 and 2 of the main paper in Table 4. For CBGAN [11] based experiments
we follow the same setup as reported in the paper (except using a ResNet [2]
architecture for fairness in experiments). For BigGAN on LSUN dataset we use
configuration C for the imbalance factor (p = 100) and F for imbalance factor
(p = 1000). In our tuning experiments we explored the configurations in Table
4 and use the configuration which produces best FID for baseline. Then we add
gSR regularizer to obtain our results.

High-Resolution Experiments: For the high resolution (128 x 128) image

synthesis on LSUN we find that we only require very small change in hyperpa-
rameters for obtaining results. For SNGAN, we use configuration A in Table 4
with EMA starting at 1k along with Ao = 0.5. For the BigGAN we use the
same configuration as in the Table 4. We find that for higher resolutions a larger
Arc helps the purpose.

6.6 Intuition about n. and ng

As we group the parameters wi, (Eq. 3 in main paper) to a matrix I‘;, of ne X ng.
The matrix can be decomposed into min(n.,ny) (matrix rank) number of in-
dependent and diverse components through SVD. As the scope of attaining
maximal orthogonal and diverse components (matrix rank) is when n. ~ ng, it
helps gSR to ensure maximal diversity and performance (as seen in main paper
Table 5). In case of gSR we find that almost all eigen values of 1";, have a similar
value, which demonstrates orthogonality and diversity.

7 Analysis of gSR

How much should be gSR’s strength (Agsr)?
We experiment with different values of A\jsr

for gSR in SNGAN as shown in Fig. 5. Agsg ",
value of 0.5 attains best FID scores, hence we 00

use it for all our experiments. The value of '~

FID changes marginally when A;sr goes from 2 ;U

0.25 to 1 WI_nch highlights its robustness (i.e. S S
less sensitivity). e i

How does performance of gSR change 158 00 oz oso ors 100
with degree of imbalance? Fig. 6.B shows Agsr

the comparison of mean FID of SOTA Big- L
GAN (with DiffAug+LeCAM) and BigGAN Fig:5: Sensitivity to Agsr. On

. . . . CIFAR-10, the FID marginally
(with gSR) in which we find that addition of !

o : changes with Agsr (0.25 to 1).

9SR significantly improves performance across
degrees of imbalance ratio. Also, in the balanced case the performance with gSR,
is only slightly worse (by 0.95 FID) to the baseline.
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Fig.6: A) Spectral Norm comparison of StyleGAN2-ADA with and without gSR B)
mean FID comparison of baseline with gSR across degrees of imbalance

Table 5: Quantitative comparison of gSR over StyleGAN2-ADA baseline.
CIFAR10-LT (p = 100) LSUN-LT (p = 100)
FID-10k [17] (4) IS(?) FID-10k [17] ({) IS(1)
StyleGAN2-ADA 71.0940.12 5.66-+0.03 55.04+0.07 3.9240.02
+gSR(Ours) 22.7610.17 7.5510.01 27.8510.06 4.3210.01

8 gSR for StyleGAN2

We train and analyze the spectral norm of class-conditional embeddings in
StyleGAN2-ADA implementation available [5] on long-tailed datasets (CIFAR10
and LSUN), to find that it also suffers from spectral collapse of tail class embed-
ding parameters (Fig. 6.A) as BigGAN and SNGAN.
We then implement gSR for Style- FID: 71.09 +/- 0.12 FID: 22.76 +/- 0.17
GAN2 generator by grouping 512 di- :
mensional class conditional embed-
dings to 16x32 and calculating their
spectral norm which is added to loss
(Eq. 5) as Rgsr. We find that gSR is
able to effectively prevent the mode
collapse (Fig. 7) and also results
in significant improvement in FID EE= : :
(Tab. 5) in comparison to StyleGAN2- StyleGAN2-ADA StyleGAN2-ADA + gSR (Ours)
ADA baseline.

Fig. 7: StyleGAN2-ADA On CIFAR-10
(p = 100), comparison of gSR with the
baseline.
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