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Abstract. Remote estimation of human physiological condition has at-
tracted urgent attention during the pandemic of COVID-19. In this pa-
per, we focus on the estimation of remote photoplethysmography (rPPG)
from facial videos and address the deficiency issues of large-scale bench-
marking datasets. We propose an end-to-end RErPPG-Net, including a
Removal-Net and an Embedding-Net, to augment existing rPPG bench-
mark datasets. In the proposed augmentation scenario, the Removal-
Net will first erase any inherent rPPG signals in the input video and
then the Embedding-Net will embed another PPG signal into the video
to generate an augmented video carrying the specified PPG signal. To
train the model from unpaired videos, we propose a novel double-cycle
consistent constraint to enforce the RErPPG-Net to learn to robustly
and accurately remove and embed the delicate rPPG signals. The new
benchmark “Aug-rPPG dataset” is augmented from UBFC-rPPG and
PURE datasets and includes 5776 videos from 42 subjects with 76 dif-
ferent rPPG signals. Our experimental results show that existing rPPG
estimators indeed benefit from the augmented dataset and achieve signif-
icant improvement when fine-tuned on the new benchmark. The code and
dataset are available at https://github.com/nthumplab/RErPPGNet.
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1 Introduction

Contactless and video-based methods for heart rate (HR) estimation have at-
tracted enormous research interests. Especially, remote photoplethysmography
(rPPG), which analyzes the subtle chrominance changes reflected on skin, cap-
tures the heart rate related information [3, 4]. Recent learning-based methods
for rPPG estimation fall into two categories. The first category [8, 10, 17, 22] in-
volved a number of preprocessing steps, such as facial landmark detection or
regions-of-interest detection, to obtain a spatial-temporal representation as the
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Fig. 1. The proposed scenario of rPPG data augmentation.

input to the CNN-based model. The second category [2, 3, 5, 13, 14, 16, 23] fo-
cused on training an end-to-end architecture to directly estimate either rPPG
signals or HR from an input facial video.

There remain a number of challenges in developing robust rPPG or HR esti-
mation. First, since the success of deep learning-based methods heavily relies on
large-scale supervised datasets, there are unfortunately only few datasets pub-
licly available for rPPG or HR estimation. In addition, the ground truth labels
of these datasets are not always accurate and thus usually lead to unstable es-
timation. Finally, because of the lack of large-scale dataset, previous methods
tend to overfit to a certain dataset but poorly generalize to others.

In this paper, to tackle the aforementioned issues, we propose the RErPPG-
Net to augment existing rPPG datasets. As shown in Fig. 1, the RErPPG-Net
consists of a Removal-Net and an Embedding-Net. We first use the Removal-Net
to erase any possible rPPG-relevant signals in the input video and then use the
Embedding-Net to embed a PPG signal into the resultant video.

However, training the Removal-Net and Embedding-Net is highly challeng-
ing, because no paired videos (i.e., facial videos from the same subject with and
without PPG signals) are available for model training. Inspired by the success of
cycle consistency learning [25] from unpaired data, we propose a novel double-
cycle consistent constraint into our model training. We use Fig. 2 to illustrate the
idea of single cycle consistent and the proposed double-cycle consistent learning.
In Fig. 2, when given an input X and two translators T1 and T2, the original
single cycle consistency [25] enforces X 0 to be consistent with X. In our case,
because the rPPG signals are extremely delicate in comparison with the facial
content, we found this single cycle consistency between X 0 and X tends to focus
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Fig. 2. Illustration of the double-cycle consistency.

on facial contents instead of the rPPG signals. Therefore, we adopt an additional
cycle consistent constraint on Y and Y 0 to ensure that rPPG-related information
in X 0 and X are well preserved. In addition, we also refer to the background
signals of the input videos to guide the model training.

Our contributions are summarized below:

1) We propose the RErPPG-Net to generate an augmented rPPG estimation
dataset: Aug-rPPG dataset, for public use on research of rPPG estimation.

2) We devise a novel double-cycle consistent constraint into the learning of
RErPPG-Net and successfully generate high-quality videos with specified
PPG signals.

3) Experimental results on UBFC-rPPG and PURE datasets show that existing
rPPG estimators substantially improve the estimation accuracy and achieve
state-of-the-art performance when fine-tuned on Aug-rPPG dataset.

2 Related Work

2.1 Remote Photoplethysmography Estimation

The goal of rPPG estimation is to remotely measure the heart rate from facial
videos. Traditional approaches [4, 7, 12, 18, 20, 21] focused on separate physiolog-
ical signals from facial videos under different prior assumptions. These methods
generally perform well on videos recorded under controlled environment but may
not generalize well to other scenarios. Many learning-based methods [2, 3, 5, 8,
10, 13, 14, 16, 17, 23] have also been developed for rPPG estimation. In [8], the au-
thors proposed a Dual-GAN framework to learn a noise-resistant mapping from
input spatial-temporal maps to ground truth blood volume pulse signals. In [3],
the DeepPhys framework was proposed to simultaneously generate an attention
mask for RoI detection and to recover rPPG signals using the convolutional at-
tention network. In [23], the authors proposed a STVEN network to enhance
hidden rPPG information from highly compressed videos and an rPPGNet to
predict rPPG signals.




