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A Appendix

A.1 Comparison with general image inpainting

We compared our proposed method with general inpainting methods. LBAM
[3], Gated Convolution [4] are adopted for comparison. We trained LBAM [3],
which is pre-trained on Paris Street View [1], for 4 epochs on our combined
dataset. For general inpainting methods, the text-stroke which is located out-
side of the box mask can affect the model’s performance. To solve this issue, we
provided the bounding box information, which was dilated 4 times with a 3x3
kernel, to the inpainting model. However, due to time constraints, we could not
train GC [4] on our combined dataset. Instead, we evaluated model, pre-trained
on Places2 [5], which has Contextual Attention module [2]. The quantitative re-
sults are shown in Tab. 6. For comparison, we used composited images generated
by using box masks. Table 1 shows that our proposed method outperforms the
existing inpainting method in all metrics. The qualitative results are shown in
Figure 1. As shown in Figure 1, the results of LBAM [3] are blurry and incom-
plete. When masked regions contain complex backgrounds, the model can not
reconstruct non-text information in masked regions properly, while our methods
can reconstruct non-text regions and only erase text-stroke regions.

We acknowledge the lack of comparison with GC [4]. We planned to trained
GC [4] on our combined dataset in the future. In addition, we planned to apply
the Gated Convolution module to our model to compare performance between
Gated Convolution and our proposed module without the influence of Contextual
Attention [2].
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Fig. 1. Comparison of the quality of images. Image from left to right: input image,
ground truth image, LBAM pre-trained on Paris Street View, GC pre-trained on
Places2, LBAM fine-tuned on our dataset, Ours.

Table 1. Comparison for SCUT-EnsText (Image Eval). For a fair comparison, we
provided box masks, which were dilated four times with a 3x3 kernel, to our methods.

Method data
Input SCUT-EnsText
size PSNR SSIM AGE

LBAM [3] pre-trained 512 34.20 96.13 1.6670
pre-trained + Ours 512 36.76 97.55 1.1404

GC [4] pre-trained 512 34.24 96.46 1.5049

Ours Ours 512 39.20 98.11 0.8302
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