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A  Humans in Context Meta-dataset Details

Our dataset contains diverse footage of humans immersed in everyday envi-
ronments. Each image is supplemented with pseudo-ground truth human pose
attained using OpenPose [4,3]. The data is sourced from 10 existing human and
action recognition datasets, with the numbers of clips and frames from each
source dataset detailed in Table 1. Video footage provides a vast source of di-
verse human activity, and ensures all poses are represented, rather than only
human poses photographers choose to capture in still images. For the MPII [2]
dataset, which is primarily a still image dataset, we use short video clips of the
frames preceding and following each image.

Each dataset contains unique biases, and combining data sources is less sub-
ject to the bias of any particular dataset. Different datasets also offer different
types of scenes. For example, Moments [20] includes classes absent from HVU [6],
and Oops [8] contains uncommon accidental actions. The number of useful ex-
amples from each source was only evident after extensive curation.

We filter out videos where either dimension is shorter than 256 pixels, and
we resize remaining videos using Lanczos resampling [7] such that the smaller
edge is exactly 256 pixels. We exclude videos with an average bitrate below 0.9
bits per pixel, or with a framerate that does not fall between (and cannot be
subsempled to fall between) 23.9 fps and 30 fps. Videos are truncated to 3000
frames. Source datasets which provide pre-extracted frames only undergo quality
filtering by spatial resolution.

Frames are then filtered to contain a single person using pretrained Keypoint
R-CNN [11,23] person detection. Person bounding boxes are detected for each
frame, with a minimum accuracy of 95%, a minimum bounding box area of 1%
of the total frame area, and non-maximum suppression of overlapping bounding
boxes with an intersection over union greater than 0.3. With these thresholds,
any frame with more than a single person detected is removed. Stricter thresholds
are then applied to the remaining frames with a single person bounding box: a
minimum accuracy of 98%, a minimum bounding box area of 4% of the total
frame area, and a maximum bounding box area of 80% of the total frame area.
These thresholds ensure with high accuracy that there is a single person present
in the frame at a reasonable size. Frames are then cropped to a 256 x 256
resolution toward the average bounding box center for each contiguous segment
of frames.
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Table 1: Humans in Context source data. Our dataset consists of video clips filtered
from 10 existing human and action recognition datasets. High quality clips have suffi-
cient bitrate, framerate and resolution. Person clips are those where pretrained person
detection and pose prediction networks assert that a single person is present. In total
we curate 229,595 clips and 19,503,700 frames.

# Video Clips # Frames

Source  High Quality Person High Quality Person
HVU [6] 566,489 353,174 105,634 98,603,223 9,590,407
Moments [20] 757,804 653,368 54,156 56,074,418 3,374,112
Kinetics-700-2020 [17,5] 620,119 432,502 26,911 78,037,500 2,428,079
Charades [22] 9,848 7,319 16,967 6,256,421 2,157,074
InstaVariety [13] 2,545 2,449 5,773 1,898,824 730,211
Oops [3] 29,940 27,953 8,360 5,738,042 596,488
MPII [2] 24,987 24,980 8,820 1,025,459 352,498
VLOG-people [9] 663 555 1,261 321,071 163,956
PennAction [26] 2,326 2,221 1,208 161,029 76,112
YouTube-VOS [24] 4,519 4,511 505 613,441 34,763
Total 2,019,240 1,509,032 229,595 248,729,428 19,503,700

Pseudo-ground truth pose labels are computed for each frame using Open-
Pose [4,3] keypoint prediction. We use the single-scale OpenPose version to com-
pute 18 body keypoints. Similar to person detection, we use a relaxed total score
threshold of 2.5 when filtering for multiple people, and a strict total score thresh-
old of 10.0 when ensuring there is a single person. Each individual keypoint has
a score threshold of 0.3, and keypoints below this threshold are marked as not
visible in the frame. To avoid frames of just legs or torso, we only include frames
where the keypoint at the base of the neck is visible, and where a total of at
least 8 of 14 keypoints (excluding eyes and ears) are visible.

The final dataset only includes clips of at least 30 adjacent frames where each
frame passed filtering. Note that multiple clips may be sourced from the same
video, and that duplicate videos from different source datasets are possible.

A.1 Dataset licenses

The HVU dataset [6] is released for non-commercial research and educational
purposes only, and was attained directly from the dataset authors. The Mo-
ments in Time [20] dataset is released for non-commercial research and ed-
ucational purposes, and was attained from the dataset project website. The
Kinetics dataset [17,5] is licensed by Google Inc. under a Creative Commons
Attribution 4.0 International License, and videos were downloaded directly from
YouTube. The Charades dataset [22] is released under a non-commercial li-
cense detailed here: https://prior.allenai.org/projects/data/charades/
license.txt; data was downloaded from the project webpage. The InstaVari-
ety dataset [13] is released for non-commercial academic use, and was attained


https://prior.allenai.org/projects/data/charades/license.txt
https://prior.allenai.org/projects/data/charades/license.txt

Supplemental Material: Hallucinating Pose-Compatible Scenes 3

directly from the dataset authors. The Oops dataset [8] is released under the
Creative Commons Attribution-NonCommercial-ShareAlike 4.0 International Li-
cense, and was downloaded from the project webpage. The MPII [2] dataset is
released under the Simplified BSD License detailed here: https://github.com/
peiyunh/rg-mpii/blob/master/data/mpii_human/annotation/bsd.txt;data
was downloaded from the project webpage. The VLOG dataset [9] is released for
non-commercial research purposes only, and was downloaded from the project
webpage. The PennAction dataset [26] is released without a license and was
downloaded from the project webpage; dataset authors confirmed there are no
terms of use and only ask the corresponding paper [26] be cited. The YouTube-
VOS dataset [24] is released for non-commercial research purposes only and was
downloaded from the project challenge webpage.

B Model Implementation Details

We train all models at 128 x 128 resolution. Many aspects of our model are bor-
rowed directly from StyleGAN2 [16], including non-saturating logistic loss [10],
equalized learning rates for all parameters [14], R; regularization [19], path
length regularization [16], and exponential moving average of generator param-
eters [14].

We use a learning rate of 2.5 x 1073, an exponential moving average rate of
B = 0.995, a moving average warmup of 150,000 steps, and R; regularization
strength of v = 0.05. We remove spatial noise maps to isolate control over the
scene to the latent code. We also remove style mixing regularization during train-
ing. Our final model was trained with a minibatch size of 120 on 10x NVIDIA
Quadro RTX GPUs, and for 1,000,000 steps. Our ablations trained for 1 week,
and we let the final large model continue for 3 weeks. The large generator has
85.4M parameters and discriminator has 98.2M. Ablations and the Pix2PixHD
baseline were trained with a batch size of 40 on 5x NVIDIA GeForce RTX 2080
GPUs for 600,000 iterations. Multiple checkpoints were saved throughout train-
ing, and the checkpoint with the lowest FID score was used for all evaluation.
The Pix2Pix baseline was trained for 10,000,000 iterations with a batch size of
40 on 5x NVIDIA GeForce RTX 2080 GPUs .

Code used from the public implementation of StyleGAN2-Ada is released
under the NVIDIA code license found here: https://github.com/NVlabs/
stylegan2-ada/blob/main/LICENSE. txt. Code used to run the Pix2Pix base-
line is released under the BSD License license found here: https://github.com/
junyanz/pytorch-CycleGAN-and-pix2pix/blob/master/LICENSE.

B.1 Data augmentation

Data augmentation of both generated and real images just prior to the discrim-
inator can improve robustness and prevent the discriminator from overfitting to
the train dataset [15,27]. Our augmentation parameters are largely based on [27].
Brightness is augmented by randomly offsetting intensity by a value uniformly


https://github.com/peiyunh/rg-mpii/blob/master/data/mpii_human/annotation/bsd.txt
https://github.com/peiyunh/rg-mpii/blob/master/data/mpii_human/annotation/bsd.txt
https://github.com/NVlabs/stylegan2-ada/blob/main/LICENSE.txt
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4 T. Brook, A. Efros

Fig. 1: Data augmentation. We apply random spatial, cutout and color augmentations
to frames and poses just prior to the discriminator network. Each pair above shows the
original frame and pose on the left and the augmented output on the right.

(a) Real (b) Generated (c¢) Mismatched

Fig.2: Mismatch discrimination. The discriminator must classify (a) a real image and
pose as real, (b) a generated frame and conditional pose as fake, and (c) a real frame
and mismatched pose as fake.

sampled from —25% to +25%. Saturation is augmented by interpolating red,
green and blue channels toward or away from the mean of all three at each
pixel, with interpolation weights uniformly sampled from 0.0 to 2.0. Contrast is
augmented by interpolating color values toward or away from the mean of all
color values in an entire frame sequence, with interpolation weights uniformly
sampled from 0.5 to 1.5. Horizontal flipping is applied with a 50% chance to all
frames and poses in a sequence. Frames are scaled by a factor uniformly sampled
from 0.8 to 1.25 and translated by an offset sampled uniformly from —12.5% to
+12.5%. A random cutout, half the size of each dimension and randomly placed,
is erased from each frame. Spatial transformations applied to frames are also ap-
plied to poses so that the frames and poses still correspond correctly. We briefly
experimented with dropout augmentation of pose, but did not find it helpful.
See Figure 1 for examples of our data augmentation.

B.2 Mismatch discrimination

We force the discriminator to pay attention to pose conditioning by providing a
mismatched real image with the incorrect pose conditioning as an additional fake
example. For the mismatched fake example, the pose embedding and keypoint
heatmaps both take pose from another sample in the minibatch. This training
method was first introduced in text-to-image generation [21] but has not been
widely used in the image or video translation literature; we found training with
mismatch discrimination provides a slight improvement, forcing the discrimina-
tor to use conditioning.
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B.3 Human disentanglement

Our generator can be used to place a human subject in a new scene, as we
outline in Section 5.3 of the main paper. We accomplish this by optimizing for a
latent code which produces a scene matching one image and a subject matching
another. We separately optimize the latent code used at each scale of our model,
which is similar to the W space [1] used for inversion (although slightly lower
dimensional). We minimize perceptual loss [12,25] between a subject-only crop
of the first generated image and the composition. When generating subject-only
images, we zero out the learned constant input to the StyleGAN2 generator [16],
which we found helps isolate the subject from the background. The crop region is
attained from human pose. We also minimize perceptual loss between scene-only
versions of the second generated image and composition image. We optimize for
1000 steps using the Adam optimizer [18] and a learning rate of 0.05.

C Additional Results

Please see Figures 3 4 5 6 7 for random uncurated samples from our model.
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Fig. 3: Random samples.
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Fig. 4: Random samples.
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Fig. 5: Random samples.
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Fig. 6: Random samples.
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Fig. 7: Random samples.
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