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In this supplemental, we provide more visual comparisons between our results
and those of existing methods and more details about our loss function. .1

1 Visual Comparisons

We first show the comparisons on our proposed dataset in Fig. 1, Fig. 2, Fig. 3,
Fig. 4, and Fig. 5. The input images cover diverse scenes (e.g., outdoor and
indoor, daytime and nighttime), and our method can reconstruct the details
in both over-exposed and under-exposed regions. We then show comparisons of
over-exposure correction on the MSEC [1] dataset in Fig. 6, Fig. 7 and Fig. 8.
Comparing to the state-of-the-art MSEC [1], our method reconstructs better
textures and colors. Lastly, we show comparisons of images with both over-
/under-exposure from the Internet in Fig. 9 and Fig. 10.

2 Loss Function Details

The overall function is:

Ltotal = λ1Lmse + λ2Lcos + λ3Ltv1 + λ4Ltv2, (1)

where λ1, λ2, λ3 and λ4 are the balancing hyper-parameters, Lmse,Lcos,Ltv1,Ltv2

are MSE loss, cos similarity loss, under-illumination smoothness loss and over-
illumination smoothness loss, respectively.
MSE Loss. We use the MSE loss to measure the pixel-wise difference:

between the output image and the expert-retouched reference image to help
image content reconstruction:

Lmse =
1

hw
||Iy − I ′y||22, (2)

where Iy, I
′
y are output image and ground truth. in a mini-batch with size N .

Cosine Similarity Loss. Since uneven illumination causes color distortion, we
use the cosine similarity loss to measure the color difference:

it is necessary to reconstruct the colors. We use the cosine similarity loss
to measure the color difference between the output image and ground truth.
Maximizing the cosine similarity of the pixels in the RGB space is equivalent

1 * Joint corresponding authors.
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(a) Input (b) HDRnet [4] (c) DeepUPE [9] (d) RetinexNet [3] (e) DSLR [7]

(f) ZeroDCE [5] (g) MSEC [1] (h) RUAS [8] (i) Ours (j) GT

Fig. 1: Visual comparison of an outdoor scene with over-/under-exposure from
our dataset.

to minimizing the angle between two colors vectors, which helps restore the
color-damaged regions. The function is expressed as:

Lcos =
1

hw

∑
p

s

(
1−

Iyp
· I ′yp

||Iyp
||2 · ||I ′yp

||2

)
, (3)

where p is the spatial position of pixels across the image and s(·) is the sigmoid
function.
Illumination Smoothness Loss. According to [2,6,9], natural illumination
has local smoothness. To preserve such characteristics, in the estimated under-
illumination map, we define the illumination smoothness loss according to [9,10],
by accumulating the variation of the gradient map. For the forward illumination
estimation path, we have:

Ltv1 =Ltv(L, Ix)

=
∑
p

(
|∇hLp|2

|∇h log(Ixp
)|α

+
|∇vLp|2

|∇h log(Ixp
)|α

)
,

(4)

where p is the spatial position. ∇h and ∇v represent the horizontal and vertical
gradient operators. α = 1.2 controls the sensitivity to the image gradient map.

The loss function only penalizes the unsmoothness where the gradient value
is small in the illumination map, which can be regarded as an edge-preserving
prior to make the illumination map more natural.

Similarly, the smoothness loss function of the over-illumination estimation
path could be formulated as Ltv2 = Ltv(L

′, I ′x).
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Fig. 2: Visual comparison of an indoor scene with over-/under-exposure from our
dataset.
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Fig. 3: Visual comparison of an outdoor scene with over-/under-exposure from
our dataset.

(a) Input (b) HDRnet [4] (c) DeepUPE [9] (d) RetinexNet [3] (e) DSLR [7]

(f) ZeroDCE [5] (g) MSEC [1] (h) RUAS [8] (i) Ours (j) GT

Fig. 4: Visual comparison of an outdoor scene with over-/under-exposure from
our dataset.
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(a) Input (b) HDRnet [4] (c) DeepUPE [9] (d) RetinexNet [3] (e) DSLR [7]
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Fig. 5: Visual comparison of a nighttime scene with over-/under-exposure from
our dataset.

(a) Input (b) HDRnet [4] (c) DeepUPE [9] (d) RetinexNet [3] (e) DSLR [7]

(f) ZeroDCE [5] (g) MSEC [1] (h) RUAS [8] (i) Ours (j) GT

Fig. 6: Visual comparison of an over-exposed image from the MSEC [1] dataset.

(a) Input (b) HDRnet [4] (c) DeepUPE [9] (d) RetinexNet [3] (e) DSLR [7]

(f) ZeroDCE [5] (g) MSEC [1] (h) RUAS [8] (i) Ours (j) GT

Fig. 7: Visual comparison of an over-exposed image from the MSEC [1] dataset.
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(a) Input (b) HDRnet [4] (c) DeepUPE [9] (d) RetinexNet [3] (e) DSLR [7]

(f) ZeroDCE [5] (g) MSEC [1] (h) RUAS [8] (i) Ours (j) GT

Fig. 8: Visual comparison of an over-exposed image from the MSEC [1] dataset.

(a) Input (b) RetinexNet [3] (c) ZeroDCE [5] (d) DSLR [7]

(e) DeepUPE [9] (f) RUAS [8] (g) MSEC [1] (h) Ours

Fig. 9: Visual comparison of an outdoor image with over-/under-exposure from
the Internet.
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(a) Input (b) RetinexNet [3] (c) ZeroDCE [5] (d) DSLR [7]

(e) DeepUPE [9] (f) RUAS [8] (g) MSEC [1] (h) Ours

Fig. 10: Visual comparison of an outdoor image with over-/under-exposure from
the Internet.


