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1 Introduction

This document includes additional information, which presents the following
information that can be beneficial for the readers:

– The inference time and model complexity comparison.
– The visualization results of proposed Separable Hybrid Attention Module.
– The detailed description of the architectures in ablation studies of the sub-

mitted paper.
– Additional visual comparison on real-world and synthetic hazy images.

2 Inference time and model complexity comparison

Table 1. Comparison of Inference time, GMACs (fixed-point multiply ac-
cumulate operations performed persecond) and Parameters.

Method Inf. Time (ms) GMACs (G) Params (M)

FFA-Net [4] 486 302.99 4.6M
DMT-Net [3] 192 80.71 54.9M

Ours 231 81.13 18.9M

Our method achieves the best trade-off between parameters and performance.
The time reported in the table corresponds to the time taken by each model feed
forward an image of dimension 512×512 during the inference stage. We perform
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all inference testing on an RTX3060 GPU for a fair comparison. Notably, we
utilize the torch.cuda.synchronize() API function to get accurate feed forward
run-time. As we claimed in the paper, FFA-Net is not lightweight enough. To
verify this point, we present a comparison in Table.1. FFA-Net, in particular, is
computationally complex while having fewer parameters (4.6M) than ours. As a
result, our network is 52% faster than FFA-Net in terms of runtime (231ms vs.
486ms). We also observe that our technique outperforms DMT-Net in terms of
performance-parameter trade-off (33.49dB/18.9M vs. 28.53dB/54.9M).

3 Visualization results of Separable Hybrid Attention
Module

In this section, we provide visualization results of our Separable Hybrid Attention
Module.

In order to demonstrate the perception ability of the SHA Module, we con-
duct ablation study on haze images with different levels of haze density, which
is provided by the Haze4K dataset. As is shown in Fig. 1, the proposed shallow
layers successfully capture the spatial distribution of haze in spatial dimensions.

4 Detailed Architectures In Ablation Studies

In this part, we present the detailed description of model architectures in ablation
studies of our submitted paper.

Table 2. The detailed structure of baseline network in ablation study - Effectiveness
of Separated Hybrid Attention Module.

Base SE ECA CBA FA SWRCA SHA MHAB MHA-C

Conv (3,64) Conv (3,64) Conv (3,64) Conv (3,64) Conv (3,64) Conv (3,64) Conv (3,64) Conv (3,64) Conv (3,64)

Conv (64,64) Conv (64,64)-SE Conv (64,64)-ECA Conv (64,64)-ECA Conv (64,64)-FA SWRCA SHA (64,64) SHA (64,64) SHA (64,64)

Conv s2 (64,128) Conv s2 (64,128) Conv s2 (64,128) Conv s2 (64,128) Conv s2 (64,128) Conv s2 (64,128) Conv s2 (64,128) Conv s2 (64,128) Conv s2 (64,128)

Conv (128,128) Conv (128,128)-SE Conv (128,128)-ECA Conv (128,128)-ECA Conv (128,128)-FA SWRCA SHA(128,128) SHA(128,128) SHA(128,128)

Conv s2 (128,256) Conv s2 (128,256) Conv s2 (128,256) Conv s2 (128,256) Conv s2 (128,256) Conv s2 (128,256) Conv s2 (128,256) Conv s2 (128,256) Conv s2 (128,256)

Residual Block Residual Block-SE Residual Block-ECA Residual Block-ECA Residual Block-FA Residual Block-SWRCA Residual Block-SHA MHAB MHA-C

Residual Block Residual Block-SE Residual Block-ECA Residual Block-ECA Residual Block-FA Residual Block-SWRCA Residual Block-SHA MHAB MHA-C

Residual Block Residual Block-SE Residual Block-ECA Residual Block-ECA Residual Block-FA Residual Block-SWRCA Residual Block-SHA MHAB MHA-C

Residual Block Residual Block-SE Residual Block-ECA Residual Block-ECA Residual Block-FA Residual Block-SWRCA Residual Block-SHA MHAB MHA-C

Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer

Conv (128,128) Conv (128,128)-SE Conv (128,128)-ECA Conv (128,128)-ECA Conv (128,128)-FA Conv (128,128)-SWRCA SHA (128,128) SHA (128,128) SHA (128,128)

Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer

Conv (64,64) Conv (64,64)-SE Conv (64,64)-ECA Conv (64,64)-ECA Conv (64,64)-FA Conv (64,64)-SWRCA SHA (64,64) SHA (64,64) SHA (64,64)

Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer Up-sample layer

Tail module Tail module Tail module Tail module Tail module Tail module Tail module Tail module Tail module

5 Visual Comparison on Real-world Hazy Images

Here, we test the performance of different image dehazing methods [2, 4, 1] on
real-world hazy images from Web. The visual results are shown in Fig. 4.




