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Abstract. In this paper, we propose a novel memory-augmented model-
driven deep unfolding network for pan-sharpening. First, we devise the
maximal a posterior estimation (MAP) model with two well-designed
priors on the latent multi-spectral (MS) image, i.e., global and local
implicit priors to explore the intrinsic knowledge across the modalities
of MS and panchromatic (PAN) images. Second, we design an effective
alternating minimization algorithm to solve this MAP model, and then
unfold the proposed algorithm into a deep network, where each stage
corresponds to one iteration. Third, to facilitate the signal flow across
adjacent iterations, the persistent memory mechanism is introduced to
augment the information representation by exploiting the Long short-
term memory unit in the image and feature spaces. With this method,
both the interpretability and representation ability of the deep network
are improved. Extensive experiments demonstrate the superiority of our
method to the existing state-of-the-art approaches. The source code is
released at https://github.com/Keyu-Yan/MMNet.

Keywords: Pan-sharpening, Maximal a posterior estimation model, Deep
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1 Introduction

Nowadays, Many researchers are concerned on pan-sharpening since it is a crit-
ical image processing technology in the domain of remote sensing. Current re-
mote satellites are often outfitted with two types of imaging sensors: multi-
spectral and panchromatic sensors, which separately produce low-spatial resolu-
tion multi-spectral (LRMS) and panchromatic (PAN) images. Nonetheless, due
to technological limits of imaging equipment, providing high-spatial resolution
multi-spectral (HRMS) images, which is needed in practice, is difficult. Pan-
sharpening attempts to construct the HRMS version by fusing the LRMS image
and PAN image.

The main challenge of the Pan-sharpening task is how to recover more spa-
tial features and keep more comprehensive spectral information. In the past
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decades, many traditional techniques, such as component substitution (CS),
multi-resolution analysis (MRA), and variational optimization (VO) methodolo-
gies, have been put forth. When processing complex scenes, the limited represen-
tational capacity of traditional approaches yields disappointing results. Recently,
Pan-sharpening techniques based on deep learning (DL) [34,18] have seen con-
siderable success. However, the majority of DL-based approaches currently in
use simply concentrate on constructing deeper and more sophisticated network
topologies in a black-box fashion without considering the rationality of models,
and ignore the inherent information that exists between various modalities.

To increase the interpretability, some model-driven CNN models with clear
physical meaning have emerged. The basic idea is to adopt prior knowledge to
formulate optimization problems for computer vision tasks such as denoising
[4], image compressive [41], then unfold the optimization algorithms into deep
neural modules. Motivated by such designs [8,10], Xu et al. [37] propose the
first deep unfolding network for Pan-sharpening. It formulates Pan-sharpening
as two separate optimization problems and each stage in the implementation
corresponds to one iteration in optimization. However, the potential of cross-
stages has not been fully explored and feature transformation between adjacent
stages with reduced channel numbers leads to information loss, which further
hinders their performance improvements.

We present a novel interpretable memory-augmented model-driven network
for Pan-sharpening to address the aforementioned issues. To be more specific, we
first build a variational model from a maximal a posterior (MAP) framework to
define the Pan-sharpening problem with two well-designed priors, namely, local
and global implicit priors. The local implicit prior implicitly models the rela-
tionship between the HRMS and the PAN image from a local perspective, and
so can assist in capturing the local relevant information between the HRMS and
the PAN image. The global implicit prior addresses the non-local auto-regression
property between the two images from a global perspective, allowing for effec-
tive use of the global correlation between the two images. Because the scene
in the HRMS and PAN images is nearly identical, both images include repet-
itively similar patterns, which corresponds to the motivation of the developed
non-local auto-regression prior. Second, we present an alternating minimization
algorithm to unfold the variational model with cascading stages. Each stage has
three interrelated sub-problems, and each module corresponds to an iterative
algorithm operator. Fig. 1 shows a specific flowchart with colored sub-problems.
To facilitate signal flow between iterative stages, persistent memory enhances
information representation by using the long-short term unit. In the three sub-
problems, each iterative module’s output feature maps are picked and combined
for the next iterative step, promoting information fusion and decreasing informa-
tion loss. With this method, both the interpretability and representation ability
of the deep network are improved.

Our main contributions are summarized in the following three aspects:

1. By extending the iterative algorithm into a multistage solution that combines
the benefits of both model-based and data-driven deep learning techniques,
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we present a novel interpretable memory-augmented model-driven network
(MMNet) for Pan-sharpening. The interpretation of the deep model is en-
hanced by such a design.

2. To address the significant information loss problem in the signal flow, we
suggest a new memory mechanism which is orthogonal to signal flow and
develop a non-local cross-modality module. Such a design enhances the deep
model’s capacity for representation.

3. Extensive experiments over three satellite datasets demonstrate that our
proposed network outperforms other state-of-the-art algorithms both quali-
tatively and quantitatively.

2 Related Work

2.1 Traditional Methods

By observing the existing Pan-sharpening methods, we can roughly divide the
traditional methods into three main categories: CS-based methods, MRA-based
methods and VO-based methods.

The CS-based approaches separate spatial and spectral information from the
LRMS image and replace spatial information with a PAN image. Intensity hue-
saturation (IHS) fusion [5], the principal component analysis (PCA) methods
[21,32], Brovey transforms [14], and the Gram-Schmidt (GS) orthogonalization
method [22] are common CS-based approaches. These CS-based approaches are
rapid since LRMS images simply need spectral treatment to remove and replace
spatial components, but the resultant HRMS show severe spectral distortion.

The MRA-based methods inject high-frequency features of PAN derived by
multi-resolution decomposition techniques into upsampled multi-spectral im-
ages. Decimated wavelet transform (DWT) [26], high-pass filter fusion (HPF)
[31], Laplacian pyramid (LP) [34] , the smoothing filter-based intensity modula-
tion (SFIM) [25] and atrous wavelet transform (ATWT) [28] are typical MRA-
based methods that reduce spectral distortion and improve resolution, but they
rely heavily on multi-resolution technique, which can cause local spatial artifacts.

Recent years, the VO-based methods are concerned because of the fine fusion
effect on ill-posed problems. P+XS pan-sharpening approach [2] firstly assumes
that PAN image is derived from the linear combination of various bands of
HRMS, whereas the LRMS image is from the blurred HRMS. However, the
conditions for the assumption linear combinatorial relationship are untenable. To
avoid original drawbacks, constraints such as dynamic gradient sparsity property
(SIRF) [6], local gradient constraint (LGC) [9], and group low-rank constraint
for texture similarity (ADMM) [33] were introduced. These various constraints
requiring the manual setting of parameters can only inadequately reflect the
limited structural relations of the images, which can also result in degradation.

2.2 Deep Learning Based Methods

With the excellent capabilities for nonlinear mapping learning and feature ex-
traction, (DL)-based methods have rapidly been widely used for Pan-sharpening.
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PNN [27] tries to use three convolutional units to directly map the relationship
between PAN, LRMS and HRMS images. Inspired by PNN, a large number of
pan-sharpening studies based on deep learning have emerged. For example, PAN-
Net [38] adopts the residual learning module in Resnet [16], MSDCNN [39] adds
multi-scale modules on the basis of residual connection, and SRPPNN [3] refers
to the design idea of SRCNN [7] in the field of image super-resolution. Fu et al.
[11] introduced grouped multi-scale dilated convolutions to obtain multi-scale
contextual features. The above networks roughly stack the existing CNN frame-
works, but they don’t effectively utilize the spatial and spectral information of
PAN and LRMS images, resulting in large redundancy in structural design.

Recently, some model-driven CNNmodels with clear physical meaning emerged.
The basic idea is to use prior knowledge to formulate optimization problems for
computer vision tasks, then unfold the optimization algorithms and replace the
steps in the algorithm with deep neural networks. For example, Lefkimmiatis
[23] unrolled the proximal gradient method and used a limited number of the
iterations to construct the denoising network. Zhang et al. [41] transformed the
iterative shrinkage-thresholding algorithm into a deep network form for image
compressive sensing. Recently, based on the observation models for LRMS and
PAN images, Xie et al. [36] and Xu et al. [37] propose the model-based deep
learning network MHNet and GPPNN for Pan-sharpening, respectively. Un-
fortunately, the cross-stages with reduced channel numbers lead to the loss of
information, which hinders their performance improvements.
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Fig. 1. The overall architecture of our proposed MMNet, consisting of information flow
and memory flow. For information flow, LRMS is firstly up-sampled and then performs
the stage-wise iteration updating in the overall K stages. CNL aims to explore the
cross-modalities information to transfer the detailed structures of PAN to generate the
immediate output N . The persistent memory mechanism (memory flow) is introduced
to augment the information representation. (Best viewed in color.)
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3 Proposed approach

3.1 Model formulation

In general, Pan-sharpening aims to obtain the HRMS image H from its degra-
dation observation L = (H⊗K) ↓s +ns, where K and ↓s denote blurring kernel
and down-sampling operation, and ns is usually assumed to be additive white
Gaussian noise (AWGN) [36,37]. In formula, the degradation process by using
the maximum a posterior (MAP) principle can be reformulated as (A detailed
derivation process of the MAP model is provided in the supplementary material):

max
H

1

2
||L−DKH||22 + ηΩl(H|P) + λΩNL(H|P), (1)

where D matrix denotes ↓s, Ωl(.) and ΩNL(.) are the local and global implicit
prior associated with H. We solve the optimization problem using half-quadratic
splitting (HQS) algorithm [12,20,17]. By introducing two auxiliary variables U
and V, Eq. 1 can be reformulated as a non-constrained optimization problem:

min
H,U,V

1

2
||L−DKH||22 +

η1
2

||U−H||22 + ηΩl(U|P)

+
λ1

2
||V −H||22 + λΩNL(V|P), (2)

where η1 and λ1 are penalty parameters. When η1 and λ1 approach infinity,
Eq. 2 converges to Eq. 1. Minimizing Eq. 2 involves updating U, V, and H
alternately.

Updating U. Given the estimated HRMS image H(k) at iteration k, the aux-
iliary variable U can be updated as:

U(k) = argmin
U

η1
2

∣∣∣∣∣∣U−H(k)
∣∣∣∣∣∣2
2
+ η2Ωl(U|P). (3)

By applying the proximal gradient method [30] to Eq. (3), we can derive

U(k) = proxΩl(.)
(U(k−1) − δ1∇f1(U

(k−1))), (4)

where proxΩl
(·) is the proximal operator corresponding to the implicit local prior

Ωl(·), δ1 denotes the updating step size, and the gradient ∇f1(U
(k−1)) is

∇f1(U
(k−1)) = U(k−1) −H(k). (5)

Updating V. Given H(k), V can be updated as:

V(k) = argmin
V

λ1

2

∣∣∣∣∣∣V −H(k)
∣∣∣∣∣∣2
2
+ λΩNL(V|P). (6)
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Similarly, we can obtain

V(k) = proxΩNL(.)(V
(k−1) − δ2∇f2(V

(k−1))), (7)

where proxΩNL
(·) is the proximal operator corresponding to the non-local prior

term ΩNL(·), δ2 indicates the updating step size, and the gradient ∇f2(V
(k−1))

is computed as

∇f2(V
(k−1)) = V(k−1) −H(k). (8)

Updating H. Given U(k) and V(k), H is updated as:

H(k+1) = argmin
H

1

2
||L−DKH||22 +

η1
2

∣∣∣∣∣∣U(k) −H
∣∣∣∣∣∣2
2

+
λ1

2

∣∣∣∣∣∣V(k) −H
∣∣∣∣∣∣2
2
. (9)

Although we can derive the closed form update of H from Eq. 9, the updating
equation requires computing the inverse of a large matrix, which is computation-
ally inefficient. To solve this problem, we continue to update U and V according
to the established updating rules, and we update H using the gradient decent
method. Consequently, the updated equation for H is

H(k+1) = H(k) − δ3∇f3(H
(k)), (10)

where δ3 is the step size, and the gradient ∇f3(H
(k)) is

∇f3(H
(k)) = (DK)T (DKH(k) − L) + η1(H

(k) −U(k))

+ λ1(H
(k) −V(k)), (11)

where T is the matrix transpose operation.

3.2 Memory-Augmented Model-Driven Network

Based on the iterative algorithm, we construct a model-driven deep neural net-
work for Pan-sharpening as shown in Fig. 1. This network is an implementation
of the algorithm for solving Eq. (1). Since the regularization terms Ωl(·) and
ΩNL(·) are not explicitly defined, the two proximal operators proxΩl

(·) and
proxΩNL

(·) cannot be explicitly inferred in the proposed algorithm. Thus, we
employ deep CNNs to learn the two proximal operators for updating U and V.

However, there are still several problems of deep unfolding network need to be
resolved. First, cross-stages, or short-term memory, hasn’t been fully explored.
Further limiting their advancements is the fact that the feature transformation
with channel number reduction obscured the severe information loss between ad-
jacent stages, which is acknowledged as the rarely realized long-term dependency.
We integrate the memory mechanism into the UNet, VNet and HNet shown in
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Fig. 2. The detailed structures of each sub-problems of U , V and H.

Fig. 2 in order to facilitate the signal flow between iterative stages. To be more
precise, each iterative module’s output intermediate images and different-layer
feature maps are chosen, integrated for additional transformation, and then in-
serted into the following iterative stage for information interaction across stages,
minimizing information loss. Next, we’ll go into more detail about the upgraded
versions of three sub-networks with embedded memory mechanism.

UNet. To increase the model capability, the memory of previous information at
previous stages is introduced to the expressed module corresponding to proxΩl

(·).
As illustrated in Fig. 2 (a), the UNet is designed with the basic CRB unit which
consists of the pure convolution layer and the effective residual blocks. Taking
the k-th iteration for example, the computation flow of UNet is defined as

P
(k−1)
1 = Cat(CRB(P),P), (12)

H
(k−1)
1 = Cat(CRB(H(k−1)),U(k−1)

m ), (13)

MH
(k−1)
1 = Cat(H

(k−1)
1 ,P

(k−1)
1 ), (14)

MH
(k−1)
2 = CRB(MH

(k−1)
1 ), (15)

U(k) = CRB(MH
(k−1)
2 ), (16)

where Cat(·) represents the concatenation operation along the channel dimension

and U
(k−1)
m is the high-throughput information from previous stage to reduce
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the information loss. The updated memory U(k) can be obtained by exploiting

ConvLSTM unit to transform the different-layer’s features MH
(k−1)
1 , MH

(k−1)
2

and U(k) as

MHU = CRB(Cat(MH
(k−1)
1 ,MH

(k−1)
2 ,MH

(k−1)
3 )), (17)

h
(k)
U , c

(k)
U = ConvLSTM(MHU,h

(k−1)
U , c

(k−1)
U ), (18)

U(k)
m = CRB(h

(k)
U ), (19)

where h
(k−1)
U and c

(k−1)
U denotes the hidden state and cell state in ConvLSTM

to augment the long-range cross stage information dependency. Furthermore,

h
(k)
U is directly fed into the CRB to generate the updated memory U

(k)
m . The

transition process of ConvLSTM is unfolded as

i(k) = σ(Wsi ∗MHU+Whi ∗ h(k−1)
U + bi), (20)

f (k) = σ(Wsf ∗MHU+Whf ∗ h(k−1)
U + bf ), (21)

c(k) = f (k) ⊙ c
(k−1)
U + i(k) ⊙ tanh(Wsc ∗MHU, (22)

+Whc ∗ h(k−1)
U + bc),

o(k) = σ(Wso ∗MHU+Who ∗ h(k−1)
U + bo), (23)

h
(k)
U = o(k) ⊙ tanh(c

(k)
U ), (24)

where ∗ and ⊙ denote the convolution operation and Hadamard product, re-

spectively. c
(k)
U and h

(k)
U represent the cell state and hidden state, respectively.

σ and tanh denote the sigmoid and tanh function, respectively. In this way, not
only the information loss of feature channel reduction is alleviated, but also the
long-term cross-stage information dependency can be enhanced.
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Fig. 3. The cross-modality non-local operation module. It takes the updated H(k) and
P as input and generates the refined image T(k).

VNet. In Eq. 7, global implicit prior aims to measure the non-local cross-
modality similarity and then aggregates the semantically-related and structure-
consistent content from long-range patches in HRMS images and across the
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modalities of HRMS and PAN images. To this end, we devise a novel cross-
modality non-local operation module (denoted as CNL). Fig. 3 illustrates the
CNL module, which receives the updated HRMS image H(k) and PAN image P
as input and generates the refined image T(k).

With the output of CNL module T(k), the previous output V(k−1) and the

accumulated memory state V
(k−1)
m , we can obtain the updated V(k) as shown in

Fig. 2 (b). It can be clearly seen that the VNet has a similar architecture with
that of UNet, which is consistent with their similar updating rules. Additionally,
the memory transmission of VNet is also the same as that of UNet.

HNet. To transform the update process of H(k+1) in Eq. 10 into a network.
Firstly, we need to implement the two operations, i.e., Down ↓s and Up ↑s,
using the network. Specifically, Down ↓s is implemented by a CRB module with
spatial identify transformation, and an additional s-strides followed CRB module
with spatial resolution reduction:

KH(k) = CRB(Cat(H(k),H(k)
m )), (25)

DKH(k) = CRB(s) ↓ (KH(k)), (26)

where CRB(s) ↓ aims to perform the s times down-sampling. The latter operation
Up ↑s is implemented by a deconvolution layer containing the s-strides CRB
module with spatial resolution expansion and a CRBmodule with spatial identify
transformation:

UH(k) = CRB(s) ↑ (L−DKH(k)), (27)

where CRB(s) ↑ aims to perform the s times up-sampling. Further, in context of

Eq. 10, Eq. 26 and Eq. 27, the updated H(k+1) and the updated memory H
(k+1)
m

can be obtained as follows:

MH(k+1) = CRB(Cat(KH(k),UH(k),H(k+1))), (28)

h
(k+1)
H , c

(k+1)
H = ConvLSTM(MH(k+1),h

(k)
H , c

(k)
H ), (29)

H(k+1)
m = CRB(h

(k+1)
H ), (30)

where ConvLSTM performs similar functions as aforementioned. The features
KH(k), UH(k) and H(k+1) are obtained by different locations, thus possessing
more adequate information and alleviate the information loss. Finally, with the

updated V(k), U(k) and the accumulated memory state H
(k)
m , we can obtain the

updated H(k+1) as illustrated in Fig. 2 (c).

3.3 Network Training

The distance between the estimated HRMS image from our proposed MMNet
and the ground truth HRMS image is defined as the training loss for each training
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pair. Mean squared error (MSE) loss is the most commonly used loss function
for calculating distance. MSE loss, on the other hand, usually produces over-
smoothed results. Therefore, we construct our training objective function using
the mean absolute error (MAE) loss, which is defined as

L =

N∑
i=1

∥∥∥H(K+1)
i −Hgt,i

∥∥∥
1
, (31)

where H
(K+1)
i denote the i-th estimated HRMS image, Hgt,i is i-th ground truth

HRMS image and N is the number of training pairs.

4 Experiments

4.1 Datasets and Evaluation Metrics

We use the Wald protocol tool [35] to produce the training set since ground-
truth pan-sharpened images are not available. To be more precise, the PAN
image P ∈ RrM×rN and the MS image H ∈ RM×N×C are both down-sampled
with a ratio of r and then are represented by L ∈ RM/r×N/r×C and p ∈ RM×N ,
respectively. The LRMS image is thus considered to be L, the PAN image to
be p, and the ground truth HRMS picture to be H. In our experiment, the
WorldViewII, WorldViewIII, and GaoFen2 satellites’ remote sensing images are
used for evaluation. There are hundreds of image pairs in each database, which
are split into training, validation, and testing sets using the 7:2:1 ratio. Each
training pair in the training set consists of one PAN image measuring 128 by
128 pixels, one LRMS patch measuring 32 by 32 pixels, and one ground truth
HRMS patch measuring 128 by 128 pixels.

We use the the peak signal-to-noise ratio (PSNR), the structural similarity
(SSIM), the relative dimensionless global error in synthesis (ERGAS) [1], the
spectral angle mapper (SAM) [40], the correlation coefficient (SCC), and the Q
index [34] to measure how well all the methods work on the test data compared
to the ground truth.

In order to assess the generalizability of our approach, we generate an addi-
tional real-world, full-resolution dataset of 200 samples over the chosen GaoFen2
satellite for evaluation. Specifically, the additional dataset is created using the
full-resolution setting, which produces the MS and PAN images in the way de-
scribed above without downsampling. As a result, the MS image is 128×128×4
and the PAN image is 32×32×1. Since a ground-truth HRMS image is not avail-
able, we adopt three widely-used non-reference image quality assessment (IQA)
metrics for evaluation: the spectral distortion index Dλ, the spatial distortion
index DS , and the quality without reference (QNR).

4.2 Implementation Details

In our experiments, all our designed networks are implemented in PyTorch [29]
framework and trained on the PC with a single NVIDIA GeForce GTX 3060
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GPU. In the training phase, these networks are optimized by the Adam op-
timizer [19] over 1000 epochs with a mini-batch size of 4. The learning rate is
initialized with 8×10−4. When reaching 200 epochs, the learning rate is decayed
by multiplying 0.5. Furthermore, all the hidden and cell states of ConvLSTM
are initialized as zero and the input H(0) of our unfolding network is obtained
by applying Bibubic up-sampling over LRMS image L.

4.3 Comparison with SOTA methods

To verify the effectiveness of our proposed method on the Pan-sharpening task,
we conduct several experiments on the benchmark datasets compared with sev-
eral representative pan-sharpening methods: 1) five commonly-recognized state-
of-the-art deep-learning based methods, including PNN [27], PANNET [38], MS-
DCNN [39], SRPPNN [3], and GPPNN [37]; 2) five promising traditional meth-
ods, including SFIM [25], Brovey [13], GS [22], IHS [15], and GFPCA [24].

Quantitative and qualitative results. The average quantitative performance
between our method and aforementioned competitive algorithms on the three
satellite datasets are tabulated in Table 1. It is clearly figured out that deep
DL-based methods surpass the traditional methods and our proposed method
can significantly outperform other state-of-the-art competing methods in terms
of all the metrics. The qualitative comparison of the visual results over the repre-
sentative sample from the WorldView-II dataset is in Figure 4. To highlight the
differences in detail, we select the Red, Green and Blue bands of the generated
HRMS images to better visualize the qualitative comparison. As can be seen,
our method can obtain a better visual effect since it accurately enhances the
spatial details and preserves the spectral information, which is consistent with
quantitative results shown in Table 1. More experimental results on the three
datasets are included in the supplementary material.

Table 1. Quantitative comparison with the state-of-the-art methods. The best results
are highlighted by bold. The ↑ or ↓ indicates higher or lower values correspond to
better results.

Method
WordView II GaoFen2 WordView III

PSNR ↑ SSIM↑ SAM↓ ERGAS↓ PSNR ↑ SSIM↑ SAM↓ ERGAS↓ PSNR ↑ SSIM↑ SAM↓ ERGAS↓

SFIM 34.1297 0.8975 0.0439 2.3449 36.9060 0.8882 0.0318 1.7398 21.8212 0.5457 0.1208 8.9730

Brovey 35.8646 0.9216 0.0403 1.8238 37.7974 0.9026 0.0218 1.3720 22.506 0.5466 0.1159 8.2331

GS 35.6376 0.9176 0.0423 1.8774 37.2260 0.9034 0.0309 1.6736 22.5608 0.5470 0.1217 8.2433

IHS 35.2962 0.9027 0.0461 2.0278 38.1754 0.9100 0.0243 1.5336 22.5579 0.5354 0.1266 8.3616

GFPCA 34.5581 0.9038 0.0488 2.1411 37.9443 0.9204 0.0314 1.5604 22.3344 0.4826 0.1294 8.3964

PNN 40.7550 0.9624 0.0259 1.0646 43.1208 0.9704 0.0172 0.8528 29.9418 0.9121 0.0824 3.3206

PANNet 40.8176 0.9626 0.0257 1.0557 43.0659 0.9685 0.0178 0.8577 29.684 0.9072 0.0851 3.4263

MSDCNN 41.3355 0.9664 0.0242 0.9940 45.6874 0.9827 0.0135 0.6389 30.3038 0.9184 0.0782 3.1884

SRPPNN 41.4538 0.9679 0.0233 0.9899 47.1998 0.9877 0.0106 0.5586 30.4346 0.9202 0.0770 3.1553

GPPNN 41.1622 0.9684 0.0244 1.0315 44.2145 0.9815 0.0137 0.7361 30.1785 0.9175 0.0776 3.2596

Ours 41.8577 0.9697 0.0229 0.9420 47.2668 0.9890 0.0102 0.5472 30.5451 0.9214 0.0769 3.1032
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Ground TruthGPPNN OursSRPPNNMSDCNNPANNet

PAN Brovey GS GFPCAMS PNN

Brovey GS GFPCA PNN GPPNN OursSRPPNNMSDCNNPANNet

Fig. 4. Visual comparisons of the fused HRMS image for all the methods on one
WorldView-II dataset. Images in the last row visualizes the MSE between the pan-
sharpened results and the ground truth.

Effect on full-resolution scenes. To assess the performance of our network in
the full resolution case, we apply a pre-trained model built on GaoFen2 data to
the unseen GaoFen2 satellite datasets are constructed using the full-resolution
setting in the preceding Section 4.1. The experimental results of the all the meth-
ods are summarized in Table 2. Additionally, we also show visual comparisons
for all the methods on a full-resolution sample in Fig. 5, from which we can ob-
serve that our proposed network obtains better visual fused effect both spatially
and spectrally than other competing approaches.

Complexity Analysis. Comparisons on parameter numbers, actual inference
speed on GPU and model performance (as measured by PSNR) are provided in
Fig. 6. The most comparable solution to ours, GPPNN [37], is organized around
the model-based unfolding principle and has comparable model parameters and
flops reductions but inferior performance. This is due to the cross-stages with
reduced channel numbers leading to the information loss and each stage of the
model without fully exploring the potential of different modalities.

4.4 Ablation Study

Ablation studies are implemented on the WorldView-II dataset to explore the
contribution of different hyper-parameters and model components to the perfor-
mance of our proposed model.
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PANGPPNN OursSRPPNNMSDCNNPANNet

IHS SFIM GFPCA BroveyMS PNN

Fig. 5. Visual comparisons of the fused HRMS image on a full resolution sample.

Table 2. The average quantitative results on the GaoFen2 datasets in the full resolution
case (boldface highlights the best).

Metrics SFIM GS Brovey IHS GFPCA PNN PANNET MSDCNN SRPPNN GPPNN Ours

Dλ ↓ 0.0822 0.0696 0.1378 0.0770 0.0914 0.0746 0.0737 0.0734 0.0767 0.0782 0.0695
Ds ↓ 0.1087 0.2456 0.2605 0.2985 0.1635 0.1164 0.1224 0.1151 0.1162 0.1253 0.1139

QNR ↑ 0.8214 0.7025 0.6390 0.6485 0.7615 0.8191 0.8143 0.8251 0.8173 0.8073 0.8235

Number of Stages. To investigate the impact of the number of unfolded stages
on the performance, we experiment the proposed MMNet with varying numbers
of stages K. Observing the results from Table 3, the model’s performance has
obtained considerable improvement as the number of stages increases until reach-
ing to 4. When further increasing the K, the results show a decreasing trend,
which may be caused by the difficulty of gradient propagation. We set K = 4 as
the default stage number based on this experiment to balance the performance
and computational complexity.

Table 3. The average results of MMNet with different number of stages.

Stage Number (K) PSNR↑ SSIM↑ SAM↓ ERGAS↓ SCC↑ Q ↑ Dλ ↓ DS ↓ QNR ↑

1 41.2772 0.9653 0.0249 1.0114 0.9664 0.7556 0.0616 0.1145 0.8319
2 41.4274 0.9673 0.0242 0.9834 0.9696 0.7650 0.0595 0.1106 0.8375
3 41.8058 0.9697 0.0224 0.9306 0.9737 0.7698 0.0622 0.1128 0.8329
4 41.8577 0.9697 0.0229 0.9420 0.9745 0.7740 0.0629 0.1154 0.8299
5 41.7545 0.9690 0.0226 0.9431 0.9729 0.7699 0.0600 0.1166 0.8315
6 41.4274 0.9673 0.0242 0.9834 0.9696 0.7650 0.0595 0.1106 0.8375

Effects of Different Components. To investigate the contribution of the
devised modules in our network, we take the model with K = 4 as the baseline
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Fig. 6. Comparisons of model performance, number of parameters and FPS.

and then conduct the comparison by observing the difference before and after
deleting the components. The corresponding quantitative comparison reported
in Table 4, where SM represents memorizing information from a single layer and
MM represents memorizing information from different-layer information at three
locations. As can be observed, adding CNL and the memorized information from
different locations will significantly improve the model performance.

Table 4. The results of MMNet with different components.

CNL SM MM PSNR↑ SSIM↑ SAM↓ ERGAS↓ SCC↑ Q↑ Dλ ↓ DS ↓ QNR↑

41.4325 0.9668 0.0240 0.9933 0.9722 0.7579 0.0647 0.1178 0.8251

✓ 41.6287 0.9683 0.0237 0.9653 0.9727 0.7673 0.0641 0.1154 0.8287

✓ 41.6476 0.9680 0.0237 0.9648 0.9729 0.7686 0.0639 0.1171 0.8277

✓ 41.7665 0.9697 0.0233 0.9437 0.9742 0.7731 0.0636 0.1168 0.8279

✓ ✓ 41.7199 0.9688 0.0235 0.9461 0.9734 0.7707 0.0618 0.1174 0.8289

✓ ✓ 41.8577 0.9697 0.0229 0.9420 0.9745 0.7740 0.0629 0.1154 0.8299

5 Conclusions

In this work, we propose a Memory-augmented Model-driven Network (MM-
Net) with interpretable structures for Pan-sharpening by unfolding the iterative
algorithm into a multistage implementation. To augment the information rep-
resentation across iterative stages, the persistent memory module is introduced.
In this way, both the interpretability and representation ability of the deep net-
work are improved. Extensive experiments demonstrate the superiority of the
proposed method against other state-of-the-art models qualitatively and quan-
titatively. Additionally, compared to the other state-of-the-art models, MMNet
also has competitive model parameters and running time.
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