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Fig. 1: Left: PSNR (averaged results on noise levels o = {10, 20, 30, 40, 50}) Vs. Infer-
ence time on 480P video sequences. Right: Temporal consistency, the lower the better.

Abstract. Video denoising is a low-level vision task that aims to restore
high quality videos from noisy content. Vision Transformer (ViT) is a new
machine learning architecture that has shown promising performance on
both high-level and low-level image tasks. In this paper, we propose
a modified ViT architecture for video processing tasks, introducing a
new training strategy and loss function to enhance temporal consistency
without compromising spatial quality. Specifically, we propose an efficient
hybrid Transformer-based model, TempFormer, which composes Spatio-
Temporal Transformer Blocks (STTB) and 3D convolutional layers. The
proposed STTB learns the temporal information between neighboring
frames implicitly by utilizing the proposed Joint Spatio- Temporal Mixer
module for attention calculation and feature aggregation in each ViT
block. Moreover, existing methods suffer from temporal inconsistency
artifacts that are problematic in practical cases and distracting to the
viewers. We propose a sliding block strategy with recurrent architecture,
and use a new loss term, Overlap Loss, to alleviate the flickering between
adjacent frames. Our method produces state-of-the-art spatio-temporal
denoising quality with significantly improved temporal coherency, and
requires less computational resources to achieve comparable denoising
quality with competing methods (Figure 1).
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1 Introduction

A major challenge in video processing is efficiently utilizing temporal redun-
dancy. Early methods utilize filtering by explicitly computing spatial and tempo-
ral similarity between pixels [17]. Since the emergence of deep learning convolu-
tional neural networks (CNN) have replaced traditional patch-based non-local fil-
tering. One approach for matching pixels temporally is to explicitly align the pix-
els through optical flow or deformable convolutional networks (DCN) [6, 14,29].
There are also works [18, 21, 24] that avoid flow estimation and only use the
capability of CNNs to extract temporal information implicitly.

Transformer networks were initially used in natural language processing [23],
and more recently have shown promising performance in vision tasks due to the
mechanism of global attention (GA). GA is affordable in some high-level vision
tasks, such as object detection and classification [5, 10]. However, GA is a se-
vere burden to GPU memory in video denoising tasks, especially when processing
high-resolution videos, and the inference speed is unreasonable in practical appli-
cations. Swin Transformer [16] computes attention inside non-overlapping spatial
windows, and uses shifted windows to extract different patches in each stage to
introduce interactions between adjacent windows. Recently, a Transformer-based
vision restoration model [14] extrapolates the spatial self attention mechanism
within a single image to temporal mutual attention mechanism between adjacent
frames. The mutual attention mechanism introduces many additional matrix
multiplications, and therefore is inefficient during inference. While ViT needs
much fewer parameters compared with CNNs thanks to the content-dependent
attention map, it requires larger GPU memory during training.

To introduce interaction between frames inside models, existing methods
mainly use temporal sliding windows, that divide a video sequence into blocks
with or without overlappings [21,24]. While two neighboring blocks share several
common input frames, the denoised frames still contain temporal inconsistency
artifacts. Another strategy is the recurrent architecture [18], which has to load
a large number of frames in one training step and is inefficient during training.

In this work we propose a model that we call TempFormer, which builds
upon the Swin Transformer [16]. Our model does not require optical flow and
uses the capacity of content-dependent mixer, attention mechanism, with MLP
layers to integrate temporal information implicitly. TempFormer only contains
explicit spatial attention, and has good efficiency during training and inference.
Moreover, we combine the sliding block strategy with recurrent architecture to
strengthen the interaction between temporal blocks, and introduce a new loss
term to alleviate the incoherency artifacts.

2 Related Work

2.1 Image Denoising

Classical image denoising methods utilize the spatial self-similarity of images.
The similarities serve as weights of a filter, and the denoising process is a
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weighted average of all pixel values within a patch centered at the reference pixel.
The Non-Local-Means filter [3] is a famous implementation of such an idea. Re-
cently, the deep-learning based image denoising methods bypass the explicit sim-
ilarity computation and use the neural network’s powerful representation ability
to integrate the reference pixel and its spatial neighborhoods [4, 15, 32-34].

2.2 Video Denoising

In video denoising, sequences are treated as volumes, and the non-linear func-
tions are applied to the noisy pixels and their spatio-temporal neighborhoods.
The traditional method VBMA4D [17] groups similar volumes together and filters
the volumes along four dimensions. Vaksman et al. [22] re-explores the patch-
based method, uses K-Nearest Neighbor (KNN) to find all similar patches in
the volume for each reference patch, then stacks them together as a kind of data
augmentation. In modern deep learning based models, the temporal alignment is
performed by optical flow or DCN [29], or their combination [141]. There are also
some works that avoid the expensive flow estimation and warping, and use the
powerful representation ability of CNNs to perform end-to-end training [21,24].

2.3 Temporal Consistency

The removal of temporal flickering is a common challenge in artistic vision tasks,
e.g. colorization, enhancement and style transfer, etc. Some blind methods use
an extra model as post-processing on the outputs which were processed frame
by frame. Lai et al. [11] proposed a recurrent model that takes frames before and
after the processing as inputs and use Temporal Loss to enforce consistency. Lei
et al. [12] divide the temporal inconsistency into two types, unimodal and mul-
timodal inconsistency, and proposed a solution to each of them. These existing
methods heavily rely on post-processing and lack of efficiency during practical
applications. Besides, few attentions were focused on the inconsistency artifacts
in the video denoising tasks. The temporal flickering is distracting to the viewers
when the noise level is high, especially in the static contents of the video.

2.4 Vision Transformer

Vision Transformer (ViT) has shown promising performance on both high-level
vision tasks, such us object detection [3, 16, 25, 28], classification [9, 31], and
low-level vision tasks, such as image restoration [7,15]. Liu et al. [16] proposed
a new backbone for vision tasks, SWin Transformer, that divides image into
non-overlapping spatial windows to solve the problem of quadratic computa-
tion complexity and uses shifted windows strategy to introduce the connection
between neighboring windows. Based on SWin Transformer, Liang et al. [15] ap-
plied this new backbone on image restoration tasks. Yang et al. [26] introduced
a multi-scale architecture and mix the features with multiple granularities to
realize long-range attention. A variation of self-attention (SA) calculation was
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proposed in [I, 30], where a Cross-Covariance attention operation was applied
along the feature dimension instead of token dimension in conventional trans-
formers. This modification resulted in linear complexity w.r.t the number of
tokens, allowing efficient processing of high-resolution images. Recently, some
methods transfer the attention mechanism from the spatial domain to the tem-
poral domain on some video recognition tasks [2, 13]. Liang et al. [141] use tem-
poral mutual attention on video restoration tasks as a type of soft warping after
motion estimation. The extension from spatial attention to temporal attention
is a natural extrapolation, but the boost in the number of attention maps makes
training prohibitively expensive when the memory of GPU is limited, and this
high computational complexity makes it less practical.

3 Method

Our model is a one-stage model and performs spatial and temporal denoisng
simultaneously. For efficiency and temporal coherency reasons our model outputs
more than one neighboring frames, namely takes 2 x m + 1 frames as inputs and
outputs 2 X n + 1 frames. This strategy can be described in the following form:
{1*,, It_n+1, wIb T Ty = e ({1, It_m_H, wnIb T T (1)

n—1»

where I represents the noisy frame of the temporal window Block?, ® is our video
denoising model, and I represents the denoised frame of Block!. To introduce
communications between neighboring temporal blocks, we set m strictly larger
than n so that they share multiple common input frames. We use the setting
m = 2,n = 1 throughout the rest formulas and visualizations in this paper.
Our training pipeline contains two phases. Firstly, we use TempFormer to per-
form denoising within each temporal Block!, where the input frames of Block?
can extract information in the Spatio-Temporal Transformer Blocks (STTB).
Secondly, to solve the flickering between adjacent temporal blocks, we fine-
tune our network to the recurrent architecture, and propose a new loss term
to strengthen stability further. See Section 3.2 for more detailed information.

3.1 Spatio-Temporal Video Denoising Phase

Overall Architecture. Figure 2 shows the architecture of our model, which
is mainly composed of four modules: Wavelet Transform, shallow feature ex-
traction, deep feature extraction, and the image reconstruction module. Firstly,
we use Wavelet Transform to decompose the input frames and concatenate all
sub-bands along the channel dimension. Secondly, a 3D convolutional layer con-
verts the frequency channels of all sub-bands into shallow features. Next, the
deep feature extraction module, which consist of a sequence of Spatial-Temporal
Transformer Blocks (STTB), mixes the features of each token spatially and tem-
porally. Following the STTBs, another 3D convolutional layer transforms the fea-
tures back into the wavelet frequency space. Finally, we use the Inverse Wavelet
Transform to convert the frequency sub-bands into high-quality images with the
original resolution.
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Fig. 2: The architecture of the proposed TempFormer.
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Fig. 3: The architecture of the Spatial-Temporal Transformer Block (STTB).

Spatio-Temporal Transformer Block. The architecture of the proposed
STTB module is shown in Figure 3. In Liu et al. [L6], the attention layers in SWin
Transformer blocks perform spatial mixing followed by feature mixing. In our
model, the attention layers perform spatial and temporal mixing jointly, which
we call Joint Spatial-Temporal Mixer (JSTM). Inspired by the Residual SWin
Transformer Block (RSTB) [15], we use a sequence of JSTMs followed by a con-
volutional layer at the end to extract deep features. A 3D convolutional layer has
been employed to further enhance the temporal feature fusion between neighbor-
ing frames. Ghosting artifacts mitigation is challenging for all video processing
tasks. We introduce a Feature Weights Generator module within STTB, which
consists of an Adaptive pooling, 3D convolutional layer and Sigmoid activation
for learning the weight of each feature in channel dimension.
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Joint Spatio-Temporal Mixer. Computing GA between all pixels of the
video sequence is impractical and unnecessary. Since the channel dimension con-
tains the features from different frames, we follow the method described in SWin
Transformer [16], by dividing the input images into several non-overlapping spa-
tial windows with the size w x w. The attention layer of ViT can be interpreted as
a spatial tokens mixer, where weights for each token are content-dependent [15].
Moreover, as described in [27], the attention layers can also mix channels. As
such, in our method temporal mixing is performed when generating the Queries,
Keys and Values from the feature of the tokens, as follows:

Q=XPy, K=XPg, V=XPy, (2)

where ¢ is the number of feature channels of a frame, X € R®*%5¢ is the features
of all frames before mixing, {Pg, Pk, Py} € R**5? are the linear projections
that project the features into {Q, K,V} € R%**5d_ Because we concatenate all
input frames along the channel dimension, each {q; ;, ki j,vi;} € R integrates
the features of all frames at spatial position (4, j), namely x; ; € R5¢. This process
can be described as:

A = Xi;Pg, Kij =X ;Pr, vij =X ; Py, (3)

I_ I_ I_
qi,; = cat[q; ;7 %], ki j = catlk; ;7] v = catv; 1P, (4)

where n € {-2,-1,0,1,2}, and {qf;, kffj, VZI;} € R¢ is the query, key and value
of the token in frame n with spatial position (3, ).

Since the motions introduce offsets between pairing pixels in different frames,
resulting that the mixing only along the channel dimension is far from enough to
integrate the temporal information (as described in Eq 3). We apply the following
spatial mixing which aggregates all the spatial and temporal information to a

reference token inf:j/ at spatial location (i', ") of frame I, ({-, -} : V xV — R):

t=w,j=w < I, kI" i=w,j=w
q'/ 57y Z>
yi= S WSSl ol — ST gl k). ()
L] normLﬂ 2¥) (V] 5] 4,7
i=1,7=1 i’ g’ i=1,5=1

The spatio-temporal mixing function (Eq 3-4) of attention layer can be vi-
sualized in Figure 4. Above formulas written in matrix form is one of the com-
putations of the attention mechanism in ViT, but we expand the calculation for
spatio-temporal feature fusion:

QK"
VD

where D is the features length of each token, in our case D = 5d, and a trainable
relative position bias, which can increase the capacity of the model [16]. The fol-
lowing MLP layers in each JSTM act as a temporal mixer. Before feeding the
tokens to the next STTB, we use a 3D convolutional layer followed by Feature
Weights Generator module to extract features further. The end-to-end connec-
tion of the STTBs aggregates multiple spatial and temporal mixers together.

Attention(Q, K, V) = SoftMax( + bias)V, (6)
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Fig. 4: The visual description of attention layer as implicit temporal mixer. The query
(qf})j,), key (kf,oj,) and value (vf,oj,) of the reference token xff)j, integrate the features

V]

of all frames at position (i, j'). In like manner, the query (qff’j), key (kfoj) and value
(vfoj) of the token xf?j integrate the features of all frames at position (7, j). The atten-

tion between xf,o ., and xf?j fuses the features of all frames at both position (', 5’) and
(4,7), which performs the spatio-temporal fusion.

Wavelet Decomposition. The size of the attention map, SoftMax(QKT/ VD+
bias) is w? x w?, and is the bottleneck of the inference speed. Inspired by Mag-
gioni et al. [18], we use Wavelet Transform to halve the resolution to make train-
ing and inference more efficient. The reduced resolution enables much longer
feature embeddings, which is beneficial for the performance of our network. See
more comparisons and discussions in the ablation studies in Section 4.3.

With the proposed STTB and JSTM module, the spatio-temporal atten-
tion can be calculated and learned efficiently. Our proposed model achieved
good spatial quality, and the output frames from one Block! are temporally sta-
ble. However, the temporal coherency between adjacent frames that come from
neighboring blocks is not as good as those from the same block. As shown in
an example Figure 5, we compute residual images of three consecutive denoised
frames from Block! and Block!*!, where larger value means higher difference
between consecutive frames. We describe the solution in Section 3.2.

3.2 Temporal Coherency Enhancement (TCE) Phase

Recurrent Architecture. To improve the coherency between temporal blocks,
we propose a recurrent architecture for fine-tuning the network and add a new
loss term to alleviate flickering further. Despite the 2(m — n) common input
frames shared in two adjacent blocks, the noise in the remaining 2n 4+ 1 input
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Fig. 5: The visualization of the inconsistency between adjacent frames from one tem-
poral block (left) and from two neighboring temporal blocks (right).

frames vary in each block, which is the root cause of the incoherency. We modify
our model into the recurrent architecture to enforce the connection between two
adjacent blocks, namely the first input frame of the Block!t! is the last output
frame of the Block!, which can be described as:

Block!*' : (I, Ig+ [i¥1Y = (I, I I B 1. (1)

The recurrent architecture spreads the information of all frames from the
current Block! to the Block!*! by propagating one denoised frame of Block® to
the first input frame of the Block!*!. Such recurrent architecture enhances the
connection between neighboring temporal blocks and achieves better temporal
consistency, as is shown in Figure 6.

The substitution of the first noisy input frame with the denoised one provides
a solid prior knowledge to each block. However, the reconstruction errors can
also propagate to the following blocks. Moreover, the dynamic contents and the
static contents with periodical occlusions (e.g., the reliefs which the legs of the
dancer sweep over, shown in the blue rectangles of Figure 6) are still temporally
inconsistent. We describe the solution in the next section.

Overlap Loss. To solve the inconsistency of the dynamic contents, we modify
the stride when dividing the video sequence so that the neighboring temporal
blocks share 2(m—n)+1 common input frames. Most importantly, an overlapping
exists in the output frames of the neighboring blocks. The last output frame of
Block!, namely ffl, and the first output frame of Block!t!, namely IAt_tLl, should

be the same image. Following this idea, we introduce a new loss term as follows:

‘Cf)ve'rlap = II'rtL - It;tzl ) (8)
where L], .., 15 the [1 loss between the last output frame of Block; and the first

output frame of Blockiyi. The total loss Lo is composed of two parts, the



TempFormer: Temporally Consistent Transformer for Video Denoising 9

(a) before the recurrent fine-tune (b) after the recurrent fine-tune

Fig. 6: Comparison of the residual figures (|I%,, — I;™*|) before and after the recurrent
fine-tuning. The contents on the top left corner (blue squares) are static throughout
the whole video sequence. For these contents, the temporal consistency is enhanced
compared with those without the recurrent fine-tuning. However, the static parts with
periodical occlusions (red square) and dynamic regions have limited improvement.
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Fig. 7: Illustration of the Recurrent architecture and the Overlap Loss.

first part £f, .. is the loss between the denoised frames I and the ground truth
I for each temporal block, and the second part is the Overlap Loss ﬁoverlap We
use a hyper parameter « to balance the spatial loss and the temporal loss, which
is shown in the following formula:

1
T—
Ltotal Z Lblock + a Z overlap’ (10)
=0

where T is the index of the temporal blocks in the sequence. Figure 7 shows
overview of the recurrent architecture and loss functions. The fine-tuned model
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(a) [It_y — It|, with TCE module

(b) |1},

- IAfz|7 without TCE module

(c¢) |1t — I**}|, with TCE module (d) |t — I+, without TCE module

—n

Fig. 8: Comparison of the residual figures with and without the TCE module. Top:
residual figures between adjacent frames in one temporal Block®'. Bottom: residual
figures between adjacent frames from two neighboring Block' and Block!™*.

achieved promising temporal stability, which is shown in Figure 8. The tem-
poral consistency between neighboring blocks has significant improvement (Fig.
8(c), (d)), but the coherency between neighboring frames within each block also
becomes better (Fig. 8(a), (b)). Compared with the recurrent model without
Loveriap, the dynamic contents and the static contents with periodical occlu-
sions are also as stable as the ones that are static throughout the sequence.

4 Experiments

4.1 Experimental setup

Training Strategy. For the temporal sliding windows strategy, we input five
neighboring frames and let the model predict three neighboring frames in the
middle. During Spatio-Temporal Video Denoising Phase, we process one tem-
poral block in each training step. During Temporal Coherency Enhancement
Phase, instead of loading several blocks in one training step, we only load two
neighboring blocks(Block® and Block!). For the first temporal block, we substi-
tute the first noisy input frame with the corresponding ground truth to simulate
the recurrent architecture. Following our design, we replace the second temporal
block’s first input frame (I',) with the second output frame of the first tempo-
ral block (I9), and add the Overlap Loss to the common output frames (I? and
).

Datasets. Following the previous works [14,21,22], we use DAVIS 2017 dataset [19]
(480P) as training and testing set for qualitative and quantitative evaluations.
We train a non-blind model on five noise levels (o = {10, 20, 30, 40, 50}).
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o FastDVD [21] PaCNet [22] VRT | ](T) TempFormer TempFormer++
10 39.07 39.97 40.82(40.42) 39.97 40.17
20 35.95 36.82 38.15(37.49) 37.10 37.36
DAVIS 30 34.16 34.79 36.52(35.73) 35.40 35.66
40 32.90 33.34 35.32(34.47) 34.16 34.42
50 31.92 32.30 34.36(33.47) 33.20 33.44
10 36.27 37.06 37.88(37.62) 36.97 37.15
20 33.51 33.94 35.02(34.59) 34.55 34.74
Set8 30 31.88 32.05 33.35(32.82) 33.01 33.20
40 30.73 30.70 32.15(31.57) 31.86 32.06
50 29.83 29.66 31.22(30.61) 30.96 31.16
Time™ (s/f) 0.15 30 3.54(3.07) 1.38 1.55
Time® (s/f) 0.68 - 17.67(16.16) 5.88 6.78

Table 1: Quantitative comparison with existing methods on DAVIS [19] and Set8 [20].
The best and second best methods are written in red and blue colors separately. Com-
parison of inference time per frame (s/f) on resolution of 480P (*) and 1080P videos (%)
respectively. The fastest and second fastest methods are in red and blue respectively.
VRT [14] uses temporal block size 12. VRTT [14] uses temporal block size 5.

4.2 Results

Spatial Accuracy. To compare quantitative results, we use PSNR as the eval-
uation metric. Inspired by [14], we propose another version of TempFormer with
optical flow and warping on RGB space, which we call TempFormer++. Instead
of warping both images and features, we only warp RGB images as data augmen-
tation. In this way, there is no change to the architecture of our model. Table 1
reports the average PSNR for each noise level on the Test-Dev 2017 [19] 480P
and Set8 [20]. We use the spatial tiling size 128 x 128 for both VRT [14] and
our model, and adjust the other configurations so that both models fully utilize
the GPU memory. We use RTX 3090ti as the testing device for evaluating the
inference time on 480P and 1080P videos from DAVIS 2017 dataset respectively,
and the comparison is shown in last two rows of Table 1.

Since the computation of the attention in ViT is the most expensive mod-
ule of inference time. With our proposed method, we avoid the time consuming
temporal mutual attention calculation and use the proposed STTB and JSTM
modules to integrate temporal information implicitly. As a result, our model
required approximately 40% inference time compared with VRT [14] with com-
parable spatial denosing quality on PSNR, evaluation, as shown in Table 1. We
report temporal consistency evaluation in Section 4.2 and Table 2.

Figure 9 shown the qualitative comparison of the results with the existing
methods. As shown in the examples, our method produced comparable and even
better visual quality to the state-of-the-art (SOTA) method. Note that, on noise
level o = 30 and o = 50 (top and bottom row of Figure 9), TempFormer restored
more detailed pattern and sharper edges than VRT [14] and TempFormer++,
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(a) ® () () (t)

Fig. 9: Visual comparison with other methods. Top row: o = 30, middle row: o = 40,
bottom row: ¢ = 50. (a) ground truth. (b) noisy. (c) FastDVD [21]. (d) VRT [14]. (e)
TempFormer. (f) TempFormer++.

which indicated that the failure of optical flow estimation on higher noise level
content could produce negative impact on the spatial accuracy.

Temporal Consistency. We qualitatively demonstrate the performance of the
temporal consistency by visualizing the residual images of adjacent denoised
frames’ static region, which is shown in Figure 10. For a better quantitative
comparison (without being influenced by the temporal artifacts in the original
dataset), we create a toy video sequence where each frame is identical, and add
noise with different random seed for each frame. In this toy sequence, the ground
truth of the residual image between adjacent denoised frames is zero everywhere.
We estimate the mean absolute error (MAE) between the adjacent output frames
denoised by different methods respectively, as shown in Table 2. As long as the
whole video sequence is processed block by block, our TCE strategy can alleviate
the temporal flickering between frames and neighboring blocks, which resultant
significantly better temporal consistency performance than the existing methods.
As illustrated in Figure 10 and Table 2, the temporal consistency of our model
outperforms all other state-of-the-art methods, especially under high noise levels.
More visual results are provided in the videos contained in the supplementary.

4.3 Ablation Studies

Impact of the channel length and Wavelet Decomposition. In Trans-
former models, the length of channel is the main factor that effects the per-
formance. We trained our model with two types of configurations where the
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FastDVD [21] VRT [14] TempFormer

Fig. 10: Visualization of the residual figure on the static contents from video berakdance
in DAVIS 2017 [19] 1080P (the reliefs in frame 39 and frame 40). The noise level is

o = 30. The residual figure of VRT [14] is computed on the junction of two temporal
blocks.

o FastDVD [21] VRTT [11] VRT [1] TempFormer
10 3.6x107° 24x107° 1.7x 1073 1.3x 1073
20 5.4 x 1073 3.1x1073 2.0x 1073 1.3x 1073
30 6.8 x 1073 3.7%x 1073 2.3 %1073 1.3x 1073
40 8.0x 1073 4.2 %1073 2.6 x 1073 1.5x 1073
50 9.0 x 1073 4.7 x 1073 2.9%x 1073 1.7 x 1073

Table 2: Quantitative comparison of temporal consistency. We use one frame from
video skatejump in DAVIS 2017 [19] 480P to create the toy sequence. VRT [14] uses
temporal block size 12. VRTT [14] uses temporal block size 5.

channel length is 40 (small model) and 120 (large model) per frame respectively.
We also trained a TempFormer without Wavelet decomposition to evaluate its
impact. Table 3 shows the performance of the models and inference time, which
demonstrates the effectiveness of the hyperparameter of the channel length and
Wavelet decomposition in our model.

With the Wavelet decomposition, the number of the attention maps is re-
duced to 1/4 compared with the model without decomposition. As demonstrated
in Table 3, in spite of the negative impact on the spatial performance, its boost
in inference speed is evident. On the other hand, the halving in spatial resolution
allows us to boost in channel length of the model, which achieves good balance
between model capacity and efficiency, as shown in the last column of the Table
3. The temporal constraints requires larger capacity of the model, so the model
with longer channel has better temporal consistency than the shorter ones, as
demonstrated in the comparison at the last row of this table.

Wavelet Transform VS. Pixel Shuffle. Other than the Wavelet Transform,
there are some other kinds of decomposition methods that can halve the input
resolution. We tested Pixel Shuffle, and Table 4 shows the comparison. Since
Wavelet Transform separates low and high frequency sub-bands (horizontal and
vertical edges) of the images, and preserves image information better than Pixel
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w/o Wavelet ~w/ Wavelet o  Wavelet  Pixel Shuffle

model size S S L 10 39.82 39.78
PSNR 36.51 36.34 36.59 20 36.85 36.81
Inference time(s/f) 4.21 1.43  3.75 30 35.10 35.06
Temporal Consistency v v Vv 40 33.85 33.81
50 32.89 32.84

Table 3: Impact of the channel length and Wavelet

Decomposition, tested on breakdance 1080p in DAVIS Table 4: Quantitative com-
2017 [19] with noise level o = 30. S(small model): the parison between different de-
length of channel is 40 per frame. L(large model): the composition methods: Wavelet
length of channel is 120 per frame. Settings: the size Transform and Pixel Shuffle.
of each tile is 128 x 128, process 8 tiles per batch. (For (For this comparison we use
the PSNR and inference time comparison we use the the models before the Tem-
models before the Temporal Coherency Enhancement poral Coherency Enhancement
Phase.) Phase.)

Shuffle. The experimental results showed that the model trained with Wavelet
transform achieved better results. In our methods, we only utilize the Wavelet
Transform to reduce the resolution and improve the efficiency. Different from [18],
the weights of the kernel in our model are fixed.

5 Conclusions

This paper proposed an effective and efficient SWin Transformer-based video
denoising network, TempFormer, which has outperformed most existing methods
on additive Gaussian noise, achieved the best temporal coherent denoising results
and lower computational complexity than the SOTA video denoiser. Specifically,
we introduced the Wavelet Transform as pre-processing to halve the resolution of
the video to improve efficiency. For utilizing the temporal information effectively,
the spatial and temporal attention has been learned by the proposed Spatial-
Temporal Transformer Block and the Joint Spatio-Temporal Mixer modules.
Our model achieved both comparable quantitative and qualitative results with
approximately 40% inference time requirement of the SOTA method. Moreover,
the long-standing temporal inconsistency issue has been solved by the proposed
recurrent strategy, together with the Overlap Loss function. The experimental
results indicate that the proposed method dramatically enhanced the temporal
coherency of the denoised video and almost exterminates the flicker between
adjacent frames.
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