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1 Additional Experimental Results

In addition to the LiteISPNet[4], we also trained SID[1] and InvISP[3] for the
cascaded structure and tested under the same dataset settings. As can be seen
on Fig. S-1, RBN outperformed the cascaded structure with these two models by
a large margin. These ISP-Net models resulted in 32.68 dB (SID) and 33.16 dB
(InvISP), respectively, without compression; however, our RBN achieved above
33.5 dB even with compression.

Regarding the cascaded structure, combining lossy compression of RAW im-
age and ISP-Net is also a valid approach. For this experiments, pretrained com-
pression teacher network for RBN and LiteISPNet are cascaded. The result is
shown in Fig. S-1. While this structure is valid and necessary for completeness,
its RD performance is limited since lossy compression of information-rich RAW
data is critical to the ISP-Net.

2 Computational Cost

We report the number of parameters for the experimented models in Table S-1.
While the proposed method has more parameters than the unified structure or
cascaded structure, two teacher networks are only used to guide the training and
detached during evaluation. Hence, once the training is done, RBN+KD has less
parameters than the cascaded structure and is quite comparable to the unified
structure.

Unified|Cascade Proposed
ISP Teacher|Comp Teacher| RBN
14.1M | 23.0M 8.7TM 13.9M 16.4M

Table S-1. Number of parameters for the experimented models.

* Corresponding author.
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Fig. S-1. RD performance comparison with additional experiments.

3 Visual Comparisons

We provide additional visual comparisons and generalization results in this sec-
tion. Figs. S-2 and S-3 show the error maps between the ground truth and recon-
structed sRGB images obtained by different models. Note that RBNs (w/ and
w/0 KD) resulted in fewer errors compared to the cascaded structure (CS) and
unified structure (US), even at the expense of fewer bitrates. It is also evident
from Fig. S-4 that RBN with KD can render colors more accurately compared to
the other models. The generalization test results are shown in Figs. S-5 and S-6,
where the test RAW images are from the Nikon D7000 and Canon 5D subsets in
the RAISE dataset [2], respectively. The results on Nikon D7000 reveal that our
model can produce visually pleasant SRGB images, whereas the results on Canon
5D are unsatisfactory, especially in global contrast and color rendering. In other
words, a trained model can be reused for the sensors from the same manufacturer
since they share similar characteristics such as linearization and color correction
parameters; however, sensor-specific network training is somewhat inevitable for
the sensors from different manufacturers.
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Fig. S-2. Visual comparisons: (a) Ground-truth sRGB image and the error maps be-
tween the ground-truth and reconstructed sRGB images for (b) cascaded structure,
(c) cascaded structure with joint fine-tuning, (d) unified structure, (e) RBN, and (f)
RBN+KD.
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Fig. S-3. Visual comparisons: (a) Ground-truth sRGB image and the error maps be-
tween the ground-truth and reconstructed sRGB images for (b) cascaded structure,
(c) cascaded structure with joint fine-tuning, (d) unified structure, (e) RBN, and (f)
RBN+KD.
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Fig. S-4. Visual comparisons: (a) Ground-truth sRGB image and reconstructed sRGB
images obtained by (b) cascaded structure, (c) cascaded structure with joint fine-
tuning, (d) unified structure, (e) RBN, and (f) RBN+KD.
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Fig. S-5. Samples of the sRGB images rendered from RAW captured with Nikon
D7000. The RBN+KD model used for testing was trained with RAW from Nikon
D700. Bilinear demosaicing is applied to the RAW for visualization.
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Fig. S-6. Samples of the sRGB images rendered from RAW captured with Canon
5D. The RBN+KD model used for testing was trained with RAW from Nikon D700.
Bilinear demosaicing is applied to the RAW for visualization.



