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Abstract. Image restoration aims to recover images from spatially-
varying degradation. Most existing image-restoration models employed
static CNN-based models, where the fixed learned filters cannot fit the
diverse degradation well. To this end, we propose a novel Dynamic Image
Restoration Contrastive Network (DRCNet) to address this issue. The
principal block in DRCNet is the Dynamic Filter Restoration module
(DFR), which mainly consists of the spatial filter branch and the energy-
based attention branch. Specifically, the spatial filter branch suppresses
spatial noise for varying spatial degradation; the energy-based attention
branch guides the feature integration for better spatial detail recovery. To
make degraded images and clean images more distinctive in the represen-
tation space, we develop a novel Intra-class Contrastive Regularization
(Intra-CR) to serve as a constraint in the solution space for DRCNet.
Meanwhile, our theoretical derivation proved Intra-CR owns less sensi-
tivity towards hyper-parameter selection than previous contrastive reg-
ularization. DRCNet outperforms previous methods on the ten widely
used benchmarks in image restoration. Besides, the ablation studies in-
vestigate the impact of the DFR module and Intra-CR, respectively.

Keywords: Image restoration, Dynamic convolution, Contrastive regu-
larization.

1 Introduction

Image restoration (IR) is one of the basic tasks in computer vision, which recovers
clean images from degraded versions, typically caused by rain [12], noise [25]
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and blur [23]. It is imperative to restore such degraded images to improve their
visual quality. Among the models for IR, most of the achieved progress [24,29]
is primarily attributed to static Convolutional Neural Networks (CNN) [16].
However, the image degradation is spatially varying [33], which is incompatible
with static CNN that are in a filter sharing manner across spatial domains [6].

Therefore, static CNN-based approaches perform imperfectly when the input
image contains noise pixels, as well as severe intensity distortions in different spa-
tial regions [33]. To be specific, static CNN-based [17,14] models have some draw-
backs. First, the typical CNN filter is spatial-invariance and content-agnostic,
leading to the sub-optimal in IR [67,33]. Second, the fixed learned filters can
not automatically fit the diverse input degraded images [17,48]. Considering the
limitations mentioned above, we need to design a module to dynamically restore
the degraded images since each input image has a variable degree of distortion
and specific spatial distribution.

Recently, some efforts [6,48,67] have been made to compensate for the draw-
backs of static convolution, enabling the model to flexibly adjust the structure
and parameters to be suitable for diverse task demands. Few works [33] have
employed dynamic convolution for region-level restoration, which may not effec-
tively reconstruct the fine-grained pixels. To solve this, we propose a new model
called Dynamic Image Restoration Contrastive Network (DRCNet), which con-
sists of two key components: Dynamic Filter Restoration module (DFR) and
Intra-Class Contrastive Regularization (Intra-CR). The core component of DR-
CNet is DFR, which effectively restores the pixel-level spatial details by using
the dynamic mask to suppress spatial noise and applying feature integration.
Specifically, there are two principal designs in DFR. One is a spatial filter branch,
which masks the noise pixels and applies adaptive feature normalization. The
other one is the energy-based attention branch, which is designed to calibrate
features dynamically. Moreover, to make degraded images and clean images more
distinctive in the representation space, we propose a new contrastive regulariza-
tion called Intra-CR, serving as a constraint in the solution space. Specifically,
Intra-CR constructs negative samples through mixup [62] while existing Con-
trastive Regularization (CR) construct negative samples by random sampling.
Its effectiveness is validated through theoretical derivation and empirical studies.

To summarize, the main contributions of this study are as follows:

– We propose a Dynamic Filter Restoration module (DFR) that is adaptive
in various image restoration scenes. Such a block enables DRCNet to handle
spatial-varying image degradation.

– A novel contrastive regularization is proposed, dubbed Intra-CR, to con-
struct intra-class negative samples through mixup. Empirical studies show
its superiority over vanilla contrastive regularization, and our theoretical
results show that Intra-CR is less sensitive to hyper-parameter selection.

– Extensive experimental results on ten image restoration baselines demon-
strate the efficacy of the proposed DRCNet, which achieves state-of-the-art
performance.
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2 Related Work

2.1 Image Restoration

Early image restoration approaches are based on prior-based models [16,46],
sparse models [28], and physical models [4]. Recently, the significant perfor-
mance improvements in image restoration can be attributed to the architecture
of Convolution Neural Networks (CNN) [32,55]. Most CNN-based methods fo-
cus on elaborating architecture designs, such as, multi-stage networks [55,60],
dense connections[32], and Neural Architecture Search (NAS) [57]. Due to the
spatial-varying image degradation, static CNN-based models are less capable
than desired to handle this issue [33]. In contrast, we propose the DFR mod-
ule with dynamic spatial filter and energy-based attention (EA), which is more
effective than static CNN.

The most relevant work to our work is SPAIR [33]. However, there are several
principal differences between DRCNet and SPAIR. Operations: SPAIR is a
two-stage framework for IR. In contrast, DFR is a plug-in module that can
be easily inserted into any CNN. Mask construction: A pre-trained network
generates the mask of SPAIR, and it mainly captures the location information of
degraded pixels. In contrast, DFR directly generates a mask based on a spatial
response map, which also detects degradation intensity automatically. Spatial
adaptability: The sparse convolution receptive field of SPAIR is limited, and
adaptive global context aggregation is performed on degraded pixel locations.
In contrast, DFR utilizes adaptive feature normalization and a set of learnable
affine parameters to gather relevant features from the whole image. Attention
weight: SPAIR can not directly build connections between two spatial pixels. It
produces weights by conducting a pairwise similar process from four directions.
In contrast, DRF obtains weights by utilizing EA (i.e., considering both spatial
and channel dimensions) and calibrates features dynamically. Loss function:
SPAIR utilized LCE and L1. In contrast, DRCNet proposes a new Intra-CR loss
which utilizes the negative sample and outperforms SPAIR.

2.2 Dynamic Filter

Compared to standard convolution, the dynamic filters can achieve dynamic
restoration towards different input features. With the key idea of adaptive infer-
ence, dynamic filters are applied to various tasks, such as image segmentation
[41], super-resolution [47] and restoration [33]. Dynamic filters can be divided
into scale-adaptive [66] and spatially-adaptive filters [32,33]. DFR belongs to
the spatially-adaptive category, which can adjust filter values to suit different
input features. In particular, dynamic spatially-adaptive filters, such as DRConv
[6], DynamicConv [8] and DDF [67], can automatically assign multiple filters to
corresponding spatial regions. However, most dynamic filters are not specifically
designed for image restoration, which results in imperfect performance.
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2.3 Contrastive Regularization

Contrastive learning (CL) is a self-supervised representation learning paradigm
[26] which is based on the assumption that good representation should bring sim-
ilar images closer while pushing away dissimilar ones. Most existing works often
use CL in high-level vision tasks [15]. While some works [44] have demonstrated
that contrastive learning can be used as a regularization to remove the haze.
Such CR considers all other images in the batch as negative samples, which may
lead to sub-optimal performance. Further, only a few works consider that Intra-
class CR can improve the generalization. Therefore, in this paper, we construct
a new CR method to improve the model generalization for image restoration.
The essential distinction between Intra-CR and existing CR is how the nega-
tive examples are constructed. Specifically, we construct negative samples by a
mixup [62] operation between the clean image and its degraded version.

3 Methods

In this section, we first provide an overview of DRCNet. Then, we detail the
proposed DFR module and Intra-CR.

3.1 Dynamic Filter Restoration Network

Due to two- and multi-stage UNet are proven to be effective in encoding broad
contextual information [7,18,29,55]. Dynamic Image Restoration Contrastive Net
(DRCNet) is designed of two encoder-decoder sub-networks with four down-
sampling and up-sampling operations. The overview of DRCNet is shown in Fig.
1. The sub-network first adopts a 3×3 convolution to extract features. Then,
the features are processed with four DFR modules for suppressing the degraded
pixels and extracting the clean feature in encoders. We employ three ResBlocks
[17] in the decoder to reconstruct images with fine spatial details. The restored
images are obtained by using a 3×3 convolution to process the decoder output.
To link the two sub-networks, we utilize the Cross-Stage Feature Fusion (CSFF)
module and Supervised Attention Module (SAM) [55] to fuse the features, which
are highlighted by the red dotted lines and green line as illustrated in Fig. 1.
Finally, we propose Intra-CR, which serves as a regularization to pull away
degraded images and get close to clean images in the representation space.

3.2 Dynamic Filter Restoration Module

The structure of DFR is shown in Fig. 1. The DFR module aims to automatically
suppress potential degraded pixels and generate better spatial detail recovery
with fewer parameters. Generally, it achieves such goals by constructing three
different branches for inputs: (1) spatial filter branch, (2) energy-based atten-
tion branch, (3) identity branch. In spatial filter branch, we first utilize a 3×3
convolution to refine the input feature F ∈ RCin×H×W where Cin, H, and W
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Fig. 1. The architecture of the proposed DRCNet. It consists of two sub-networks
and employs the encoder-decoder paradigm to restore images. The core components
of Dynamic Filter Restoration module are the spatial filters branch in green color
region, and the energy-based attention branch in the pink color region. Moreover, we
minimize the L1 reconstruction loss (ℓ1) with CR (ℓc) to better pull the restored image
(i.e. anchor, X) to the clear (i.e. positive, J) image and push the restored image away
from the degraded (i.e. negative, J∗

intra) images.

denote the input channel, height, width of the feature maps. Then, we randomly
divided the feature map into two parts: one part utilizes our proposed adap-
tive feature normalization to mask degraded signals, the other to keep context
information [7,45]. Finally, we concatenate the two parts to aggregate the fea-
tures. This operation enables DFR to suppress noise for adaptability to varying
spatial degradation, leading to sacrifice of texture details. Therefore, we design
an EA branch that focuses on generating the texture details. Besides, the EA
branch guides the feature integration between the EA branch and the spatial fil-
ter branch [49]. Moreover, the identity branch launches a vanilla transformation
with 1×1 convolution to the inputs, which helps maintain the features from the
original images. Overall, the whole DFR module can be defined as follows:

F
′

(r,i) =
∑

j∈Ω(i)

Dsp
i [pi − pj ]Wea

i [pi − pj ]F(r,j) (1)
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where F
′

(r,i), F(r,j) ∈ R denotes the output/input feature value at the ith, jth

pixel of rth channel. Ω(i) denotes the k × k convolution window around ith

pixel. Dsp ∈ Rh×w×k×k is the spatial dynamic filter with Dsp
i ∈ Rk×k denoting

the filter at ith pixel. Wea ∈ Rh×w×k×k is the dynamic attention weights with
Wea

i ∈ Rk×k denoting the 3-D attention weights value at ith pixel. To delve into
the details of DFR, we detail the two principal modules of DFR: spatial filter
branch and energy-based attention branch.

Spatial Filter Branch. Since previous spatially-adaptive IR methods with-
out considering the degraded pixel intensity change, we set out to design an adap-
tive feature normalization to detect intensity changes and recover them. We first
perform convolution on input feature Fin ∈ RC×H×W to extract initial feature
and employ max-pooling and average-pooling Fmax, Favg ∈ R1×H×W along the
channel to obtain an efficient feature descriptor [56]. The spatial response map
Msr is obtained by a convolution on Fmax, Favg with sigmoid function, which
represents local representation [52] and can be defined as follows:

Fmax, Favg = Conv(Fin) (2)

Msr = sigmoid (Conv ([Fmax, Favg])) (3)

The threshold t in Fig. 1 aims to detect the degraded pixels with a soft dis-
tinction. The mask Mp ∈ R1×H×W is 1 when Msr greater than t, and is 0
otherwise. Specifically, p ∈ (h,w) represents 2D pixel location. Considering the
spatial relationship ofMsr, we utilize a convolution layer to obtain a set of learn-
able parameters expanded along the channel dimension γi

c ∈ R1×H×W and bias
βi
c ∈ R1×H×W , which enhances the feature representation. The computation for

γi
c, β

i
c is formulated as follows:

γi
c, β

i
c = Conv (Msr) (4)

The µi
c and σi

c are the channel-wise mean and variance of the features in i -th
layer, which relate to global semantic information and local texture [19]:

µi
c =

1∑
p M

p
i

∑
p

Fin ⊙Mp (5)

σi
c =

√
1∑

p Mp

∑
p

(Fin ⊙Mp − µi
c + ε) (6)

where
∑

p Mp indicates the number of masked pixels, ⊙ represents element-wise

product, and ε is a small constant to avoid σi
c equal to 0. The final feature output

of the spatial filter branch is obtained as follows:

F i
h,w,c = γi

c ·
Fin − µi

c

σi
c

+ βi
c (7)
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Energy-based Attention Branch. The spatial filter branch with adaptive
feature normalization suppresses degraded pixels, which may impede the restora-
tion in texture areas. Thus, we introduce the energy-based attention branch to
remedy the deficiency of spatial information, which considers the 3-D weights
and preserves the details of the textures in the heavily degraded image [49].
Different from the previous works only refined features along either channel or
spatial dimensions, we integrate 3D attention in the DFR to directly infer at-
tention weights and calibrate the pixel. Moreover, EA can also leave the clean
pixel features and guide the feature integration by calculating the importance
score for each pixel.

Specifically, we first obtain the initial feature from a convolution operation.
Then, we calculate the mean µ̂ = 1

N

∑N
i=1 xi and variance σ̂2 = 1

N

∑N
i=1 (xi − µ̂)

2

over all neurons (N = H ×W ) in that channel. µ̂ and σ̂2 are used for calculating
the energy function for each pixel, which is the same as re-weighting the input
feature map. We minimize the energy of target neuron t and formulate as follows:

e∗t =
4
(
σ̂2 + δ

)
(t− µ̂)

2
+ 2σ̂2 + 2δ

(8)

where δ is the coefficient hyper-parameter. The refined features X̃ as follows:

X̃ = sigmoid

(
1

E

)
⊙X (9)

where E is obtained by grouping all e∗t across the channel and spatial dimensions.
As for the identity branch, it generates identity features by a 1x1 Convolution.

The final feature output of DFR is obtained as follows: (1) we multiply the
features of spatial filter branch and EA to obtain the intermediate features (2)
we add the intermediate features with identity features to obtain the integrated
features, as highlighted by the blue region in Fig. 1. The final features output
by the encoder will be fed to the decoder for restored image generation.

3.3 Contrastive Regularization

Previous contrastive regularization [44] simply selected other haze images as neg-
ative samples from the same batch, namely Extra-class CR (Extra-CR), which
may result in sub-optimal performance. Thus, we propose a new contrastive reg-
ularization method called Intra-class CR (Intra-CR), which constructs negative
samples through mixup [62] between clean images and degraded images.

In a classical IR scenario, a degraded image I is transformed to the restored
image X to approximate its clean image J . Specifically, we denote s = (X, J) as
the pair of X and J , and s∗ = (X, J∗) as the pair of negative sample X and J∗.
ℓ1(s, θ) and ℓc(s

∗, θ) represent L1 reconstruction loss and contrastive regularizer,
where θ represents the model’s parameters. Then the empirical risk minimizer
for model optimization is given by:

θα,s∗=argminθ∈Θ

∑
s∈S

[ℓ1 (s, θ) + α · ℓc(s∗, θ)] (10)
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where α is the weight to control the balance the reconstruction loss and con-
trastive regularization. Besides, Intra-CR constructs the negative samples J∗

through a mixup operation between degraded images I and clean images J ,
defined as follows:

J∗
intra = λ · J + (1− λ) · I (11)

where λ is the hyper-parameter in mixup operation, we choose different λ to
construct different negative samples. Then we give the theoretical analysis be-
tween Intra-CR and Extra-CR. The idea is to compute the parameter change as
the weight α changes.

We define the sensitivity of performance towards α as follows:

Rsen(s
∗)=

∣∣∣∣ limα→0

dθα,s∗

dα

∣∣∣∣ (12)

The sensitivity Rsen is a metric that reflects the how sensitive the model’s per-
formance towards α change. Then we give our main theorem:

Theorem 1. Let s∗intra and s∗extra denote the negative pairs in Intra-CR and
Extra-CR, then we obtain Rsen(s

∗
intra) < Rsen(s

∗
extra).

The detailed proof is deferred to the supplementary materials. The above the-
orem indicates that Intra-CR is more stable towards hyper-parameter α than
Extra-CR, and such a sensitivity can be reflected through performance changes
[61], which will be shown in Sec. 4.6. Then the training objective L in Intra-CR
can be formulated as follows:

L = ℓ1 (s, θ) + α · ℓ1(G(X), G(J))

ℓ1(G(X), G(J∗
intra))

(13)

whereG is a fixed pre-trained VGG19 [39].G(·) aims to extract hidden features of
the images, and we leverage G(·) to compare the common intermediate features
between a pair of images. Note that our method is different from the perceptual
loss [19], which only adds with positive-pair regularization, but Intra-CR also
adopts negative pairs. Besides, our Intra-CR is different from the Extra-CR
[44] on negative sample construction. Experiments demonstrate that Intra-CR
outperforms Extra-CR in image restoration tasks.

4 Experiments and Analysis

For comprehensive comparisons, the proposed DRCNet is contrasted on three
IR tasks in this section: image deraining, denoising, and deblurring.

4.1 Benchmarks and Evaluation

We evaluate our method by Peak Signal-to-Noise Ratio (PSNR) and Struc-
tural Similarity Index Measure (SSIM)[42]. As in [55], we report (in parenthe-
sis) the reduce in error for each model relative to the best performing method
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by RMSE
(
RMSE ∝

√
10−PSNR/10

)
and DSSIM (DSSIM = (1− SSIM) /2).

Meanwhile, qualitative evaluation is shown through the visualization of different
benchmarks. The benchmarks are listed as follows: Image Deraining. We em-
ploy the same training data as MPRNet [55] which consists of 13,712 clean-rain
image pairs, and that of Test100 [59], Rain100H [50], Rain100L [50], Test2800
[13], and Test1200 [58] as testing sets. Image Denoising. We train DRCNet
on the SIDD medium version [1] dataset with 320 high-resolution images and
directly test it on the DND [31] dataset with 50 pairs of real-world noisy images.
Image Deblurring. We train on the GoPro[29] dataset that contains 2,103
image pairs for training and 1,111 pairs for evaluation and directly apply it to
HIDE[38] and RealBlur[36] to demonstrate generalization.

4.2 Implementation Details

Our DRCNet is trained with Adam optimizer [21], and the learning rate is set to
2×10−4 by default, and decreased to 1×10−7 with cosine annealing strategy [27].
δ in the Eq. (8) is set to 1× 10−6, the degraded pixel mask threshold t in Fig. 1
is set to 0.75. Detailed analysis of δ and t will be discussed in our supplementary
materials. For Intra-CR, α is set to 0.04, and the number n of negative samples
is set to 3. The mixup parameters are selected as 0.90, 0.95, 1.00. We train our
model on 256 × 256 patches with a batch size of 32 for 4 × 105 iterations.
Specifically, we apply random rotation, cropping, and flipping to the images to
augment the training data.

4.3 Image Deraining Results

We conduct experiments to illustrate that the proposed DRCNet outperforms
prior approaches in visual results and achieves competitive performance in terms
of PSNR/SSIM scores on all derain benchmarks, shown in Table 1. For the im-
age deraining task, consistent with prior work [55], Table 1 illustrates that our
method significantly advances state-of-the-art by consistently achieving better
PSNR/SSIM scores on all derain benchmarks. Compared to the state-of-the-art
model HINet [7], we obtain significant performance gains of 0.7dB in PSNR
and 0.011 in SSIM, and a 7.76% and 2.7% error reduction averaged across all
derain benchmarks. Specifically, the improvement on Rain100L can reach 0.95
dB, which well demonstrates that our model can effectively remove rain streaks.
Meanwhile, the qualitative results on image derain samples are illustrated in
Fig. 2, which demonstrates that DRCNet produces better visual qualities with
fine-detailed structures. In contrast, the output restored images of other compar-
ison methods fail to recover complex textures. Due to the effectiveness of DRF,
DRCNet can faithfully recover the texture and structures with fewer parameters.

4.4 Image Denoising Results

Table 2 and Fig. 3 show quantitative and qualitative comparisons with other
denoising models on the SIDD [1] and DND [31] datasets. DRCNet achieves
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𝒆𝒆 𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏 𝒇𝒇 𝐌𝐌𝐌𝐌𝐏𝐏𝐌𝐌𝐏𝐏
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𝒈𝒈 𝐌𝐌𝐏𝐏𝐌𝐌𝐏𝐏𝐏𝐏𝐏𝐏 𝒉𝒉 𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝒆𝒆𝑫𝑫(𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶)𝒃𝒃 𝐌𝐌𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑 𝒄𝒄 𝐌𝐌𝐒𝐒𝐌𝐌𝐒𝐒 𝒅𝒅 𝐌𝐌𝐒𝐒𝐌𝐌𝐑𝐑𝐑𝐑𝐏𝐏

𝟗𝟗𝟐𝟐.𝟓𝟓𝟐𝟐𝒅𝒅𝒅𝒅 𝟐𝟐𝟓𝟓.𝟔𝟔𝟑𝟑𝒅𝒅𝒅𝒅𝟗𝟗𝟑𝟑.𝟖𝟖𝟔𝟔𝒅𝒅𝒅𝒅
𝒂𝒂 𝐌𝐌𝐏𝐏𝐑𝐑𝐏𝐏𝐏𝐏𝐏𝐏𝐑𝐑𝐑𝐑𝐏𝐏
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Fig. 2. Visual comparisons on the derain test set. Our DRCNet obtains better visual
results with more natural details while removing rain.

Table 1. Quantitative results of image deraining.The best and second-best scores are
bolden and underlined, respectively. Our DRCNet achieves substantial improvements in
PSNR over HINet [7]. ’Params’ means the number of parameters (Millions). ↑ denotes
higher is better.

Test100[59] Rain100H[50] Rain100L[50] Test2800[13] Test1200[58] Average Params
Methods PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ (M)

DerainNet[12] 22.77 0.810 14.92 0.592 27.03 0.884 24.31 0.861 23.38 0.835 22.48 0.796 -
SEMI[43] 22.35 0.788 16.56 0.486 25.03 0.842 24.43 0.782 26.05 0.822 22.88 0.744 -
DIDMDN[58] 22.56 0.818 17.35 0.524 25.23 0.741 28.13 0.867 29.65 0.901 24.58 0.770 0.37
UMRL[51] 24.41 0.829 26.01 0.832 29.18 0.923 29.97 0.905 30.55 0.910 28.02 0.880 0.9
RESCAN[24] 25.00 0.835 26.36 0.786 29.80 0.881 31.29 0.904 30.51 0.882 28.59 0.857 0.15
PreNet[35] 24.81 0.851 26.77 0.858 32.44 0.950 31.75 0.916 31.36 0.911 29.42 0.897 0.16
MSPFN[18] 27.50 0.876 28.66 0.860 32.40 0.933 32.82 0.930 32.39 0.916 30.75 0.903 21
MPRNet[55] 30.27 0.897 30.41 0.890 36.40 0.965 33.64 0.938 32.91 0.916 32.73 0.921 3.64
SPAIR[33] 30.35 0.909 30.95 0.892 36.93 0.969 33.34 0.936 33.04 0.922 32.91 0.926 -
HINet[7] 30.29 0.906 30.65 0.894 37.28 0.970 33.91 0.941 33.05 0.919 33.03 0.926 88.7

DRCNet(Ours) 32.18 0.917 30.96 0.895 38.23 0.976 33.89 0.946 33.40 0.94 33.73 0.933 18.9

consistently better PSNR and SSIM. The results show that DRCNet outper-
forms the state-of-the-art denoising approaches, i.e., 0.37 dB and 0.05 dB over
MPRNet on SIDD and DND. In the SSIM metric, DRCNet also has a perfor-
mance rise compared to MPRNet, boosting from 0.958 to 0.972. It means that
the proposed model can successfully restore the detailed regional textures. As
the DND dataset does not provide any training images, DRCNet can achieve
impressive results, indicating it has good generalization capability. As no train-
ing images in DND dataset, DRCNet can achieve impressive results, indicating
it has good generalization capability. Generally, our DRCNet provides better
image denoise performance on the denoising task, which effectively removes the
noise and artifacts while preserving the main structure and contents.

4.5 Image Deblurring Results

Table 3 and Fig. 4 report the image deblurring performance on GoPro [29] and
HIDE [38] dataset. Our method achieves 32.82 PSNR and 0.961 in SSIM on
the GoPro [29] dataset and achieves 31.08 PSNR and 0.94 SSIM on the HIDE
dataset. It is worth mentioning that DRCNet is trained only on the GoPro
dataset and obtains outstanding performance on the HIDE dataset, validat-
ing that the proposed method has good generalization. Moreover, we directly
evaluate the GoPro trained model on RealBlur-J, which can further test the
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Fig. 3. Qualitative comparisons with the existing methods on the denoising datasets.
The top row is from SIDD[1] and the down row is from DND[31]. The proposed DRCNet
can produce fine-grained texture and high-frequency details.

Table 2. Quantitative results of image denoising on SIDD [1] and DND [31] datasets.
We denote the comparison methods using additional training data with *. Following
[55], we perform the reduction in error relative to the best-performing algorithm in
parenthesis (see Sec. 4.1 for calculation).

SIDD[1] DND[31] Params
Method PSNR↑ SSIM↑ PSNR↑ SSIM↑ (M)

DnCNN[64] 23.66 (84.90%) 0.583 (93.29%) 32.43 (57.44%) 0.790 (79.05%) 0.56
MLP[3] 24.71 (82.96%) 0.641 (92.20%) 34.23 (47.64%) 0.833 (73.65%) -
BM3D[10] 25.65 (81.01%) 0.685 (91.11%) 34.51 (45.93%) 0.851 (70.47%) -
CBDNet*[14] 30.78 (65.72%) 0.801 (85.93%) 38.06 (18.62%) 0.942 (24.14%) 4.36
RIDNet*[2] 38.71 (14.59%) 0.951 (42.86%) 39.26 (6.57%) 0.953 (6.38%) 1.49
AINDNet*[20] 38.95 (12.20%) 0.952 (41.67%) 39.37 (5.38%) 0.951 (10.20%) 13.76
VDN[53] 39.28 (8.80%) 0.956 (36.36%) 39.38 (5.27%) 0.952 (8.33%) 7.81
SADNet*[5] 39.46 (6.89%) 0.957 (34.88%) 39.59 (2.95%) 0.952 (8.33%) 0.42
DANet+*[54] 39.47 (6.78%) 0.957 (34.88%) 39.58 (3.06%) 0.955 (2.22%) 9.1
CycleISP*[56] 39.52 (6.25%) 0.957 (34.88%) 39.56 (3.29%) 0.956 (0.00%) 2.8
InvDN [25] 39.28 (8.80%) 0.955 (37.78%) 39.57 (3.17%) 0.952 (8.33%) 2.64
MPRNet [55] 39.71 (4.17%) 0.958 (33.33%) 39.80 (0.58%) 0.954 (4.35%) 15.7

DRCNet(Ours) 40.08 (0.00%) 0.972 (0.00%) 39.85 (0.00%) 0.956 (0.00%) 18.9

generalization of models. Table 3 also shows the experimental results of the
DRCNet training and testing on the RealBlur-J dataset. Our DRCNet obtains
a performance gain of 0.06 dB on the RealBlur-J subset over the other com-
parison methods. Overall, the proposed DRCNet outputs restored images with
fine-detailed structures and has better visual results than competing methods.

4.6 Ablation study

To demonstrate the effectiveness of the proposed DRCNet, we conduct ablation
studies to analyze the effectiveness of crucial components of DRCNet, including
the DFR module and Intra-CR.

Comparison to Other Dynamic Filters. Since there are other proposed
dynamic convolution filters, we conduct experiments to compare them in image
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Table 3. Deblurring results. Our method is trained only on the GoPro dataset [29]
and directly tested to the HIDE dataset [38] and RealBlur-J [36] datasets. The scores
in the PSNR ‡ column were obtained after training and testing on RealBlur-J dataset.

GoPro [29] HIDE [38] RealBlur-J [36] Params

Method PSNR SSIM PSNR SSIM PSNR SSIM PSNR‡ (M)

DeblurGAN[22] 28.70 0.858 24.51 0.871 27.97 0.834 -
Nah et al.[29] 29.08 0.914 25.73 0.874 27.87 0.827 11.7
Zhang et al.[63] 29.19 0.913 - - 27.80 0.847 9.2
DeblurGAN-v2[23] 29.55 0.934 26.61 0.875 28.70 0.866 29.69 60.9
SRN [34] 30.26 0.934 28.36 0.915 28.56 0.867 31.38 6.8
Shen et al.[38] 30.26 0.940 28.89 0.930 - - 100
DBGAN[65] 31.10 0.942 28.94 0.915 - - 11.6
MT-RNN[30] 31.15 0.945 29.15 0.918 - - 2.6
DMPHN[60] 31.20 0.940 29.09 0.924 28.42 0.860 21.7
RADN[32] 31.76 0.952 29.68 0.927 - - -
SAPHNet [40] 31.85 0.948 29.98 0.930 - - -
SPAIR[33] 32.06 0.953 30.29 0.931 28.81 0.875 31.82 -
MPRNet[55] 32.66 0.959 30.96 0.939 28.70 0.873 31.76 20.1
MIMO-UNet[9] 32.45 0.957 29.99 0.930 27.63 0.873 16.1
HINet[7] 32.71 0.959 30.32 0.932 - - 88.7

DRCNet(Ours) 32.82 0.961 31.08 0.940 28.87 0.881 31.85 18.9

restoration tasks, as shown in Table 5. We replace the DFR module with three
dynamic filters: SACT [11], CondConv [48], UDVD[47], and DDF [67].

Table 5 compares the performance and the parameters of the whole network
in various restoration tasks. The experimental results show that models with
other dynamic filters obtain significantly worse performance and have more pa-
rameters than DFR in the image restoration tasks. Such results validate that
DFR is suitable for image restoration tasks.

Effectivenes of DFR. We first construct our base network as baseline,
which mainly consists of normal UNet [37] with Resblock [17] in encoding and
decoding phrases with SAM and CSFF [55]. Subsequently, we replace DFR mod-
ule and add the Intra-CR scheme into the base network as follows: (1) base+SF:
only add spatial filter branch (SF) into baseline. (2) base+EA: only add energy-
based attention branch into baseline. (3) base+SF+identity branch: add
spatial filter branch and identity branch. (4) base+SF+EA: add spatial filter
branch and energy-based attention branch. (5) base+DFR: add combination
of three branches as DFR module. (6) base+DFR+CR: add DFR module and
Extra-CR. (7) DRCNet: the combination of DFR module and Intra-CR for
training. The performance of these models is summarized in Table 4.

As shown in Table 4, the spatial filter branch can strengthen DRCNet with
more representation power than the base model. Besides, the energy-based at-
tention also improves the model’s restoration capacity by dynamically guiding
feature integration. Besides, Table 4 shows a significant performance drop in
PSNR from 40.01 dB to 33.25 dB by removing the whole DFR, which shows
that DFR is a successful and crucial module in DRCNet. Specifically, we show
the visualization of intermediate features produced by different branches of DFR.
As shown in Fig. 5 (a) denotes that spatial filter can effectively reduce noise, the
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Fig. 4. Qualitative comparisons on GoPro [29] test dataset. The deblurred results listed
from left to right are from SRN [34], DeblurGANv2 [23], MTRNN [30], SAPHNet [40],
MPRNet [55] and ours, respectively.

Table 4. Ablation studies on DRCNet on SIDD benchmark.

Model CR PSNR SSIM Params(M) Times(ms)

base - 33.25 0.812 12.7 15.2
base+SF - 37.76 0.933 15.4 20.1
base+EA - 37.12 0.945 13.1 17.7

base+SF+identity branch - 38.79 0.925 15.8 21.2
base+SF+EA - 38.89 0.965 18.6 22.7
base+DFR - 40.01 0.971 18.9 23.9

base+DFR Extra-CR 39.95 0.956 - -
base+DFR Intra-CR 40.08 0.972 - -

energy-based attention branch focuses on the textures and sharpness in terms of
SSIM. Besides, the identity branch can further enhance the feature integration.
Overall, the combination of the three branches achieves the best results.

Table 5. Comparison of the parameter number and PSNR (dB).

Filter SACT[11] CondConv[48] UDVD[47] DDF [67] DFR

Params 103.1M 165.7M 95.2M 87.4M 18.9M

PSNR
Derain [55] 19.28 23.53 21.72 25.12 32.39
SIDD[1] 27.28 39.43 37.21 39.04 40.01

GoPro [29] 19.97 23.09 27.45 29.01 32.21

Effect of Contrastive Regularization. In Table 4, Extra-CR empirically
impairs the model performance, indicating that using extra-class images as neg-
ative samples in denoising is not beneficial due to easy negative samples. This
section illustrates the effectiveness of our Intra-CR. Specifically, we apply Intra-
CR and Extra-CR on DRCNet, respectively. Moreover, we vary the value of
weight α in Eq. (13) and observe the tendency of Intra-CR and Extra-CR. As
shown in Fig. 5 (b), Intra-CR outperforms Extra-CR as α varies from 0 to 0.14.
Moreover, Intra-CR achieves more stable results towards α, which matches our
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Fig. 5. (a) Visualization of intermediate features on images from the GoPro test set
[29]. (i-ii) Input blurred image and feature map. (iii-v) Comparisons among the feature
map by using spatial filter, energy-based attention and DFR module, respectively. (vi)
ground truth feature map; (b) Ablation experiment of comparison between Intra-CR
and Extra-CR on SIDD benchmark.

theoretical analysis that Intra-CR is less sensitive to α. Overall, the results val-
idate the superiority of our Intra-CR.

5 Conclusion

In this paper, we propose a dynamic restoration contrastive network (DRCNet)
for image restoration with two principal components: Dynamic Filter Restoration
module (DFR) and Intra-class contrastive regularization (Intra-CR). The DFR
module, built on a spatial filter branch and an energy-based attention branch,
benefits from being dynamically adaptive toward spatially varying image degra-
dation. The key insight of Intra-CR is to construct intra-class negative samples,
which is accomplished through mixup operations. Through comprehensive evalu-
ation of the performance of DRCNet on various benchmarks, we validate that the
DRCNet achieves state-of-the-art results on ten datasets across various restora-
tion tasks. Although DRCNet shows superior performance on three types of
degradation, it needs to be trained for each type of degradation with a separate
model, which limits the practical utility of the proposed approach. In the future,
we will develop an all-in-one model for various restoration tasks.
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