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Abstract. Existing few-shot segmentation methods have achieved great
progress based on the support-query matching framework. But they still
heavily suffer from the limited coverage of intra-class variations from the
few-shot supports provided. Motivated by the simple Gestalt principle
that pixels belonging to the same object are more similar than those to
different objects of same class, we propose a novel self-support match-
ing strategy to alleviate this problem, which uses query prototypes to
match query features, where the query prototypes are collected from
high-confidence query predictions. This strategy can effectively capture
the consistent underlying characteristics of the query objects, and thus
fittingly match query features. We also propose an adaptive self-support
background prototype generation module and self-support loss to further
facilitate the self-support matching procedure. Our self-support network
substantially improves the prototype quality, benefits more improvement
from stronger backbones and more supports, and achieves SOTA on mul-
tiple datasets. Codes are at https://github.com/fanq15/SSP.

Keywords: few-shot semantic segmentation, self-support prototype (SSP),
self-support matching, adaptive background prototype generation.

1 Introduction

Semantic segmentation has achieved remarkable advances tapping into deep
learning networks [28,41,33] and large-scale datasets such as [14,4,91]. How-
ever, current high-performing semantic segmentation methods rely heavily on
laborious pixel-level annotations, which has expedited the recent development
of few-shot semantic segmentation (FSS).

Few-shot semantic segmentation aims to segment arbitrary novel classes using
only a few support samples. The dilemma is that the support images are limited
and fixed (usually {1, 3, 5, 10} supports per class), while the query images can
be massive and arbitrary. Limited few-shot supports can easily fail to cover
underlying appearance variations of the target class in query images, regardless
of the support quality. This is clearly caused by the inherent data scarcity and
diversity, two long standing issues in few-shot learning.
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Fig. 1. The left image illustrates the core idea of our self-support matching. We use
the initial query mask prediction to collect query features in high-confidence regions
and then use the generated query prototype to perform self-matching with query
features. The right top image illustrates the motivation of our self-support matching:
pixels/regions of the same objects are more similar than those from different objects.
The numbers in boxes represent the cosine similarities between two objects. The right
bottom image illustrates that our self-support matching is fundamentally distinct from
conventional matching methods.

Existing methods try to solve the problem by making full use of the limited
supports, such as proposing better matching mechanism [68,53,81,72,85,31,94]
or generating representative prototypes [69,44,63,55,80,37,61,79,86,26]. Despite
their success, they still cannot fundamentally solve the appearance discrepancy
problem, bounded by the scarce few-shot supports.

We propose a novel self-support matching strategy to narrow the matching
appearance discrepancy. This strategy uses query prototypes to match query
features, or in other words, use the query feature to self-support itself. We thus
call the query prototype as self-support prototype because of its self-matching
property. This new idea is motivated by the classical Gestalt law [40] that pixels
belonging to the same object are more similar than those to different objects.

Refer to Figure 1 for a high-level understanding of our novel self-support
matching. First we generate the initial mask predictions by directly matching
the support prototype and query features. Based on the initial query mask, we
collect confident query features to generate the self-support prototype, which is
used to perform matching with query features. Our self-support module (SSM)
collects confident features of the cat head which are used to segment the entire
black cat. Our model is optimized on base classes to retrieve other object parts
supported by object fragments, i.e., self-support prototype.

We apply our self-support module on both foreground and background pro-
totypes for self-support matching. While SSM directly benefits foreground pro-
totypes, note that the background is usually cluttered, which does not have the
global semantic commonality shared among all background pixels. Thus, rather
than generating a global background prototype by aggregating all the back-
ground pixels, we propose to adaptively generate self-support background pro-
totypes for each query pixel, by dynamically aggregating similar background pix-
els in the query image. The adaptive self-support background prototype (ASBP)
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is motivated by the fact that separate background regions have local semantic
similarity. Finally, we propose a self-support loss (SSL) to further facilitate the
self-support procedure.

Our self-support matching strategy is thus fundamentally different than con-
ventional support-query matching. We use the flexible self-support prototypes
to match query features, which can effectively capture the consistent underlying
characteristics of the query objects, and thus fittingly match query features. As
shown in Figure 1, the cats in the query and support images are very different in
color, parts and scales, The garfield cat support has large appearance discrepancy
to the black cat query, and undoubtedly conventional support-query matching
produces inferior segmentation. In our self-support matching, our self-support
prototype (the black cat head) is more consistent to the query (the entire black
cat), and thus our method produces satisfactory results.

We are the first to perform self-support matching between query prototype
and query features. As shown in Figure 1, our self-support matching fundamen-
tally differs from conventional matching. Other methods learn better support
prototypes for support-query matching from extra unlabeled images (PPNet [56]
and MLC [80]) or builds various support prototype generation modules [69,44,79]
or feature priors (PFENet [71]) based on support images. Although PANet [73]
and CRNet [54] also explore query prototypes, they use query prototypes to
match support features as a query-support matching only for auxiliary training,
and cannot solve the appearance discrepancy.

Our self-support method significantly improves the prototype quality by al-
leviating the intra-class appearance discrepancy problem, evidenced by the per-
formance boost on multiple datasets in our experimental validation. Despite the
simple idea, our self-support method is very effective and has various advantages,
such as benefiting more from stronger backbone and more supports, producing
high-confidence predictions, more robustness to weak support labels, higher gen-
eralization to other methods and higher running efficiency. We will substantiate
these advantages with thorough experiments. In summary, our contributions are:

– We propose novel self-support matching and build a novel self-support net-
work to solve the appearance discrepancy problem in FSS.

– We propose self-support prototype, adaptive self-support background proto-
type and self-support loss to facilitate our self-support method.

– Our self-support method benefits more improvement from stronger back-
bones and more supports, and outperforms previous SOTAs on multiple
datasets with many desirable advantages.

2 Related Works

Semantic Segmentation. Semantic segmentation is a fundamental computer
vision task to produce pixel-wise dense semantic predictions. The state-of-the-
art has recently been greatly advanced by the end-to-end fully convolutional
network (FCN) [57]. Subsequent works have since followed this FCN paradigm
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and contributed many effective modules to further promote the performance,
such as encoder-decoder architectures [3,12,10,65], image and feature pyramid
modules [38,89,9,48,49], context aggregation modules [24,25,32,90,93,35,83,87]
and advance convolution layers [82,8,13,62]. Nevertheless, the above segmenta-
tion methods rely heavily on abundant pixel-level annotations. This paper aims
to tackle the semantic segmentation problem in the few-shot scenario.
Few-Shot Learning. Few-shot learning targets at recognizing new concepts
from very few samples. This low cost property has attracted a lot of research
interests over the last years. There are three main approaches. The first is the
transfer-learning approach [11,27,15,64] by adapting the prior knowledge learned
from base classes to novel classes in a two-stage finetuning procedure. The second
is the optimized-based approach [23,5,43,29,42,2,30,66], which rapidly updates
models through meta-learning the optimization procedures from a few samples.
The last is the metric-based approach [1,16,34,39,45,46], which applies a siamese
network [39] on support-query pairs to learn a general metric for evaluating their
relevance. Our work, including many few-shot works [22,36,88,78,21] on various
high-level computer vision tasks, are inspired by the metric-based approach.
Few-Shot Semantic Segmentation. Few-shot semantic segmentation is pi-
oneered by Shaban et al. [67]. Later works have mainly adopted the metric-
based mainstream paradigm [17] with various improvements, e.g., improving the
matching procedure between support-query images with various attention mech-
anisms [68,53,81], better optimizations [92,52], memory modules [75,77], graph
neural networks [76,72,85], learning-based classifiers [70,58], progressive match-
ing [31,94], or other advanced techniques [84,51,60,47].

We are the first to perform self-support matching between query prototype
and query features. Our self-support matching method is also related to the pro-
totype generation methods. Some methods leverage extra unlabeled data [80,56]
or feature priors [71] for further feature enhancement. Other methods gener-
ate representative support prototypes with various techniques, e.g., attention
mechanism [86,26], adaptive prototype learning [69,44,63], or various prototype
generation approaches [61,79]. Although the query prototype has been explored
in some methods [73,54], they only use query prototypes to match support fea-
tures for prototype regularization. Finally, existing methods heavily suffer from
the intra-class discrepancy problem in the support-query matching. On the other
hand, we propose a novel self-support matching strategy to effectively address
this matching problem.

3 Self-Support Few-Shot Semantic Segmentation

Given only a few support images, few-shot semantic segmentation aims to seg-
ment objects of novel classes using the model generalized from base classes.
Existing mainstream few-shot semantic segmentation solution can be formu-
lated as follows: The input support and query images {Is, Iq} are processed by a
weight-shared backbone to extract image features {Fs,Fq} ∈ RC×H×W , where
C is the channel size and H × W is the feature spatial size. Then the support
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Table 1. Cosine similarity for cross/intra object pixels.

FG Pixels Similarity BG Pixels Similarity

cross-object intra-object cross-image intra-image
0.308 0.416↑0.108 0.298 0.365↑0.067

feature Fs and its groundtruth mask Ms are fed into the masked average pool-
ing layer to generate the support prototype vectors Ps = {Ps,f ,Ps,b} ∈ RC×1×1

for foreground and background regions respectively. Finally, two distance maps
D = {Df ,Db} are generated by evaluating the cosine similarity between Ps

and Fq, which is then processed by a softmax operation as the final prediction
M1 = softmax(D).

3.1 Motivation

Current FSS methods rely heavily on the support prototype to segment query
objects, by densely matching each query pixel with the support prototype. How-
ever, such cross-object matching severely suffers from intra-class appearance
discrepancy, where objects in support and query can look very different even
belonging to the same class. Such high intra-class variation cannot be reconciled
by only a few supports, thus leading to poor matching results due to the large
appearance gap between the query and supports.

To validate the relevance of Gestalt law [40] in narrowing such appearance
discrepancy, we statistically analyze the feature cosine similarity of cross-object
and intra-object pixels of Pascal VOC [18], where the pixel features are extracted
from the ImageNet [14]-pretrianed ResNet-50 [33]. Table 1 shows that pixels
belonging to the same object are much more similar than the cross-object pixels.
Notably, background pixels share similar characteristics on their own, where
intra-image background pixels are much more similar than cross-image pixels.

Thus, we propose to leverage the query feature to generate self-support pro-
totypes to match the query feature itself. Notably, such prototype aligns the
query along the homologous query features and thus can significantly narrow
the feature gap between the support and query. In hindsight, the crucial reason
the self-support matching works better than traditional support-query match-
ing is that for a given visual object class, the intra-object similarities are much
higher than the cross-object similarities.

3.2 Self-Support Prototype

Our core idea (Figure 2) is to aggregate query features to generate the query
prototype and use it to self-support the query feature itself.

To recap, the regular support prototype generation procedure is:

Ps = MAP(Ms,Fs), (1)

where MAP is the masked average pooling operation, which is used to generate
the matching prediction with query feature Fq:

M1 = softmax(cosine(Ps,Fq)), (2)
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Fig. 2. Overall self-support network architecture. We first generate the initial mask
predictions using the traditional support prototype based matching network. Then we
leverage the initial query mask to aggregate query features to generate self-support pro-
totypes, i.e., the self-support foreground prototype (SSFP) and adaptive self-support
background prototype (ASBP). Finally, we combine the support prototype and self-
support prototypes to perform matching with query features.

where cosine is the cosine similarity metric.

Now, we can generate the query prototype Pq in the same manner, except
the groundtruth masks of query images Mq are unavailable during inference.

Thus, we need to use a predicted query mask M̃q to aggregate query features.
The query prototype generation procedure can be formulated as:

Pq = MAP(M̃q,Fq), (3)

where M̃q = 1(M1 > τ), and M1 is the estimated query mask generated
by Equation 2, 1 is the indicator function. The mask threshold τ is used to
control the query feature sampling scope which is set as {τfg = 0.7, τbg = 0.6}
for foreground and background query masks respectively. The estimated self-
support prototype Pq = {Pq,f ,Pq,b} will be utilized to match query features.

We understand the reader’s natural concern about the quality of self-support
prototype, which is generated based on the estimated query mask, i.e., whether
the estimated mask is capable of effective self-support prototype generation. We
found that even the estimated query mask is not perfect, as long as it covers
some representative object fragments, it is sufficient to retrieve other regions of
the same object. To validate partial object or object fragment is capable of sup-
porting the entire object, we train and evaluate models with partial prototypes,
which are aggregated from randomly selecting features based on the groundtruth
mask labels. We conduct the 1-shot segmentation experiments on Pascal VOC
dataset with the ResNet-50 backbone. As shown in Table 2, while reducing the
aggregated object regions for prototype generation, our self-support prototype
consistently achieves high segmentation performance. By contrast, the tradi-
tional support prototype consistently obtains much inferior performance, even
using perfect support features from the entire object.
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Table 2. The 1-shot matching results (mIoU) of support/self-support prototypes ag-
gregated from full/partial objects.

Object Ratio full 10% 1% 1%+noise

Support Prototype 58.2 57.1 52.4 48.7
Self-support Prototype 83.0 82.5 79.2 74.6
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Fig. 3. Prototype generations of (a) self-support (SS) foreground prototype and (b)
adaptive self-support background prototype.

We further introduce noisy features (with 20% noise ratio) into partial pro-
totypes to mimic realistic self-support generation during inference, by randomly
selecting image features from non-target regions and aggregating these features
into the above partial prototypes. To our pleasant surprise, our self-support pro-
totype still works much better than the traditional support prototype in such
noisy situation. Note that each image may contain multiple objects, thus the
good performance indicates that our self-support prototype can also handle well
the multiple objects scenarios. These results confirm the practicability and ad-
vantages of our self-support prototypes in the realistic applications.

3.3 Adaptive Self-Support Background Prototype

Foreground pixels share semantic commonalities [19,20], which constitutes the
rationale behind our self-support prototype generation and matching procedure
between query feature and support prototypes for foreground objects. Therefore,
we can utilize a masked average pooling to generate the self-support foreground
prototype (Figure 3 (a)):

Pq,f = MAP(M̃q,f ,Fq), (4)

where M̃q,f is the aforementioned estimated query mask.
On the other hand, background can be cluttered, where commonalities can

be reduced to local semantic similarities in disjoint regions, without a global
semantic commonality shared among all background pixels. For example, for a
query image with dog as the target class, other objects such as person and car
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are both treated as background, but they are different in both appearance and
semantic levels. This observation is also validated by the smaller background
pixel similarity compared to foreground pixels as shown in Table 1, especially
in the intra-object/image situation. This motivates us to generate multiple self-
support background prototypes for different query semantic regions.

A straightforward solution is to directly group multiple background proto-
types using a clustering algorithm, and then choose the most similar prototype
at each query pixel for background matching. This explicit background grouping
heavily relies on the clustering algorithm, which is unstable and time-consuming.
Therefore, we propose a more flexible and efficient method to adaptively generate
self-support background prototypes for each query pixel (Figure 3 (b)).

The idea is to dynamically aggregate similar background pixels for each query
pixel to generate adaptive self-support background prototypes. Specifically, we
first gather the background query features Fq,b ∈ R

C×M through the masked

multiplication on the query feature Fq with the background mask M̃q,b, where
M is the pixel number of the background region. Then we can generate the
affinity matrix A between pixels of the reshaped background query feature Fq,b

and full query feature Fq through a matrix multiplication operation MatMul :

A = MatMul(Fq,b
T ,Fq), (5)

where A is in size of RM×(H×W ). The affinity matrix is normalized through a
softmax operation along the first dimension, which is used to weighted aggregate
background query features for each query pixel to generate the adaptive self-
support background prototypes P⋆

q,b ∈ RC×H×W :

P⋆
q,b = MatMul(Fq,b, softmax(A)). (6)

The self-support prototype is updated with the adaptive self-support background
prototype: Pq = {Pq,f ,P⋆

q,b}.

3.4 Self-Support Matching

We weighted combine the support prototype Ps and self-support prototype Pq:

P⋆
s = α1Ps + α2Pq, (7)

where α1 and α2 are the tuning weights and we set α1 = α2 = 0.5 in our exper-
iments. Then we compute the cosine distance between the augmented support
prototype P⋆

s and query feature Fq to generate the final matching prediction:

M2 = softmax(cosine(P⋆
s ,Fq)). (8)

Then we apply the training supervision on the generated distance maps:

Lm = BCE (cosine(P⋆
s ,Fq),Gq), (9)

where BCE is the binary cross entropy loss and Gq is the groundtruth mask of
the query image.

To further facilitate the self-support matching procedure, we propose a novel
query self-support loss. For the query feature Fq and its prototype Pq, we apply
the following training supervision:

Lq = BCE (cosine(Pq,Fq),Gq). (10)
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We can apply the same procedure on the support feature to introduce the support
self-matching loss Ls.

Finally, we train the model in an end-to-end manner by jointly optimizing
all the aforementioned losses:

L = λ1Lm + λ2Lq + λ3Ls, (11)

where λ1 = 1.0, λ2 = 1.0, λ3 = 0.2 are the loss weights.

4 Experiments

Datasets. We conduct experiments on two FSS benchmark datasets: PASCAL-
5i [18] and COCO-20i [50]. We follow previous works [71,80] to split the data
into four folds for cross validation, where three folds are used for training and the
remaining one for evaluation. During inference, we randomly sample 1,000/4,000
support-query pairs to perform evaluation for PASCAL-5i and COCO-20i, re-
spectively. We use the popular mean Intersection-over-Union (mIoU, ↑1) as the
default metric to evaluate our model under 1-shot and 5-shot settings. We also
apply the Mean Absolute Error (MAE, ↓) to evaluate our prediction quality.
By default, all analyses are conducted on PASCAL-5i dataset with ResNet-50
backbone in the 5-shot setting.
Implementation details. We adopt the popular ResNet-50/101 [33] pre-
trained on ImageNet [14] as the backbone. Following previous work MLC [80], we
discard the last backbone stage and the last ReLU for better generalization. We
use SGD to optimize our model with the 0.9 momentum and 1e-3 initial learning
rate, which decays by 10 times every 2,000 iterations. The model is trained for
6,000 iterations where each training batch contains 4 support-query pairs. Both
images and masks are resized and cropped into (473, 473) and augmented with
random horizontal flipping. The evaluation is performed on the original image.

4.1 Comparison with State-of-the-Arts

To validate the effectiveness of our method, we conduct extensive comparisons
with SOTA methods under different backbone networks and few-shot settings.
PASCAL-5i. We present the results of our self-support method and the im-
proved version with one extra self-support refinement. As shown in Table 3, our
method substantially outperforms MLC [80] by a large margin in the 5-shot
setting, with the improvement jumping from 2.7% to 3.7% with the ResNet-50
backbone replaced by the stronger ResNet-101 network. In the 1-shot setting,
our slightly inferior performance is remedied by using the stronger ResNet-101
backbone, where we surpass MLC [80] by 1.4% improvement. We can further pro-
mote the overall performance on PASCAL-5i up to 73.1% with the self-support
refinement, which is a simple and straightforward extension by repeating the
self-support procedure. It surpasses the previous SOTA [60] by 2.7%. Note that
our method is non-parametric and thus our model uses fewest parameters while
achieving the best performance.

1 The “↑” (“↓”) means that the higher (lower) is better.
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Table 3. Quantitative comparison results on PASCAL-5i dataset. The best and
second best results are highlighted with bold and underline, respectively.

1-shot 5-shot
Method Backbone fold0 fold1 fold2 fold3 Mean fold0 fold1 fold2 fold3 Mean Params

PANet [73]

Res-50

44.0 57.5 50.8 44.0 49.1 55.3 67.2 61.3 53.2 59.3 23.5 M
PPNet [55] 48.6 60.6 55.7 46.5 52.8 58.9 68.3 66.8 58.0 63.0 31.5 M
PFENet [71] 61.7 69.5 55.4 56.3 60.8 63.1 70.7 55.8 57.9 61.9 34.3 M
CWT [58] 56.3 62.0 59.9 47.2 56.4 61.3 68.5 68.5 56.6 63.7 -
HSNet [60] 64.3 70.7 60.3 60.5 64.0 70.3 73.2 67.4 67.1 69.5 26.1 M
MLC [80] 59.2 71.2 65.6 52.5 62.1 63.5 71.6 71.2 58.1 66.1 8.7 M
SSP (Ours) 61.4 67.2 65.4 49.7 60.9 68.0 72.0 74.8 60.2 68.8 8.7 M
SSPrefine 60.5 67.8 66.4 51.0 61.4 67.5 72.3 75.2 62.1 69.3 8.7 M

FWB [61]

Res-101

51.3 64.5 56.7 52.2 56.2 54.8 67.4 62.2 55.3 59.9 43.0 M
PPNet [55] 52.7 62.8 57.4 47.7 55.2 60.3 70.0 69.4 60.7 65.1 50.5 M
PFENet [71] 60.5 69.4 54.4 55.9 60.1 62.8 70.4 54.9 57.6 61.4 53.4 M
CWT [58] 56.9 65.2 61.2 48.8 58.0 62.6 70.2 68.8 57.2 64.7 -
HSNet [60] 67.3 72.3 62.0 63.1 66.2 71.8 74.4 67.0 68.3 70.4 45.2 M
MLC [80] 60.8 71.3 61.5 56.9 62.6 65.8 74.9 71.4 63.1 68.8 27.7 M
SSP (Ours) 63.7 70.1 66.7 55.4 64.0 70.3 76.3 77.8 65.5 72.5 27.7 M
SSPrefine 63.2 70.4 68.5 56.3 64.6 70.5 76.4 79.0 66.4 73.1 27.7 M

Table 4. Quantitative comparison results on COCO-20i dataset. ⋆ denotes the results
are evaluated on the HSNet’s evaluation protocol.

1-shot 5-shot
Method Backbone fold0 fold1 fold2 fold3 Mean fold0 fold1 fold2 fold3 Mean Params

PANet [73]

Res-50

31.5 22.6 21.5 16.2 23.0 45.9 29.2 30.6 29.6 33.8 23.5 M
PPNet [55] 36.5 26.5 26.0 19.7 27.2 48.9 31.4 36.0 30.6 36.7 31.5 M
CWT [58] 32.2 36.0 31.6 31.6 32.9 40.1 43.8 39.0 42.4 41.3 -
MLC [80] 46.8 35.3 26.2 27.1 33.9 54.1 41.2 34.1 33.1 40.6 8.7 M
SSP (Ours) 46.4 35.2 27.3 25.4 33.6 53.8 41.5 36.0 33.7 41.3 8.7 M

HSNet⋆ [60] 36.3 43.1 38.7 38.7 39.2 43.3 51.3 48.2 45.0 46.9 26.1 M
SSP⋆ (Ours) 35.5 39.6 37.9 36.7 37.4 40.6 47.0 45.1 43.9 44.1 8.7 M

PMMs [79]

Res-101

29.5 36.8 28.9 27.0 30.6 33.8 42.0 33.0 33.3 35.5 38.6 M
CWT [58] 30.3 36.6 30.5 32.2 32.4 38.5 46.7 39.4 43.2 42.0 -
MLC [80] 50.2 37.8 27.1 30.4 36.4 57.0 46.2 37.3 37.2 44.4 27.7 M
SSP (Ours) 50.4 39.9 30.6 30.0 37.7 57.8 47.0 40.2 39.9 46.2 27.7 M

HSNet⋆ [60] 37.2 44.1 42.4 41.3 41.2 45.9 53.0 51.8 47.1 49.5 45.2 M
SSP⋆ (Ours) 39.1 45.1 42.7 41.2 42.0 47.4 54.5 50.4 49.6 50.2 27.7 M

COCO-20i. This is a very challenging dataset whose images usually contain
multiple objects against a complex background. As shown in Table 4, our method
obtains comparable or best results with the ResNet-50 backbone. When equipped
with the stronger ResNet-101 backbone, our method significantly outperforms
MLC [80] with 1.3/1.8% improvements in 1/5-shot settings. To fairly compare
to HSNet [60], we adopt their evaluation protocol to evaluate our method. Our
method achieves SOTA when using the ResNet-101 backbone. Our method also
performs best on FSS-1000 [47], shown in the supplementary material.



Self-Support Few-Shot Semantic Segmentation 11

Table 5. Self-support model ablation results. “SSM” denotes the self-support module
(containing the self-support foreground/background prototypes) , “SSL” denotes the
self-support loss and “ASBP” denotes the adaptive self-support background prototype.

SSM SSL ASBP fold0 fold1 fold2 fold3 Mean

62.2 70.5 70.7 55.7 64.8
✓ 65.3 71.1 73.6 59.2 67.3↑2.5

✓ 63.6 71.0 71.7 56.3 65.7↑0.9
✓ ✓ 67.0 72.4 72.9 59.9 68.1↑3.3
✓ ✓ 67.0 71.4 74.7 59.8 68.2↑3.4
✓ ✓ ✓ 68.0 72.0 74.8 60.2 68.8↑4.0

Initial Query Prediction
For Self-Support Prototype

Query
Final Query Prediction

Support

Self-Support Matching

Initial Query Prediction
For Self-Support Prototype

Query
Final Query Prediction

Support

Self-Support Matching

Fig. 4. Visualization for the working mechanism of our self-support matching. We omit
the original support in self-support matching and the first row caption for clarity.

Note that our method benefits more improvement from stronger backbones and
more supports because they provide better self-support prototypes, which will
be validated later in Table 8.

4.2 Ablation Studies

As shown in Table 5, our self-support module significantly improves the per-
formance by 2.5 %. The self-support loss further facilitates the self-support
procedure and promotes the performance to 68.1%. The baseline model also
benefits from the extra supervision of self-support loss. After equipped with the
adaptive self-support background prototype, the self-support module can obtain
extra 0.9% gain. Integrating all modules, our self-support method significantly
improves the performance from 64.8% to 68.8% based on the strong baseline.

4.3 Self-Support Analysis

We conduct extensive experiments and analysis to understand our method.
Self-support working mechanism. As shown in Figure 4, we first generate
the Initial query predictions using the support prototype (as in Equation 2),
and leverage the confident predictions to extract query features to generate self-
support prototype (as in Equation 3). Then we use the self-support prototype
to match with query features (as in Equation 8) and produce the final out-
put. Note that because of the large inter-object/inter-background variation, the
Init predictions usually only capture some small representative regions, e.g., the
cat/dog heads. Notwithstanding, our self-support method can handle well these
hard cases by bridging the gap between query and support prototypes.
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(a) Ablation results of mask thresholds (b) Visualization results of ASBP feature aggregation

Fig. 5. (a) Results of mask threshold variations for self-support prototypes. (b) Visu-
alization of the feature aggregation for adaptive self-support background prototypes
(ASBP) at each star-marked position. They are aggregated from the activated back-
ground regions.

Table 6. Ablation results of self-support module (SSM) by respectively removing fore-
ground support prototype (FP), background support prototype (BP), self-support fore-
ground prototype (SFP) and self-support background prototype (SBP).

SSM w/o FP w/o BP w/o SFP w/o SBP

67.3 66.0↓1.3 67.2↓0.1 66.5↓0.8 65.6↓1.7

Mask threshold. The threshold τ controls the query feature selection for
self-support prototype generation (as in Equation 3). While we need to select
high-confidence features for the foreground prototype, the background prototype
requires more query features with a relative low threshold. This is because fore-
ground pixels exhibit strong similarities with relatively low noise tolerance, while
background is cluttered and the aggregated diverse features should tolerate more
noises. Figure 5 (a) summarizes the model performance on Pascal dataset with
different thresholds, where a good balance between foreground and background
thresholds are respectively τfg ∈ [0.7, 0.9] and τbg ∈ [0.5, 0.7].

Prototype ablation. We investigate the effect of each of the prototypes by
respectively removing them from the overall prototype. Table 6 summarizes the
results. Both our self-support foreground and background prototypes play a crit-
ical role to account for good matching performance. The support foreground
prototype is also essential for the prototype quality thanks to its foreground
semantic information aggregated from multiple support images. The support
background prototype can be discarded with slight impact because of the large
background variation between query and support.

Distinction from self-attention. Readers may compare our self-support
method with self-attention mechanisms. Our self-support method shares some
concepts but is different from self-attention. Self-attention augments the image
feature at each position by weighted aggregation of the features from all positions
according to the affinity matrix. In contrast, our self-support method leverages
representative query features to generate prototypes according to the query-
support matching results. In Table 7 we experiment with multiple self-attention
modules on the baseline. Unfortunately, all of them impose various degrees of
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Table 7. Comparison with self-attention modules. “†” means the improved version by
removing the transformation layer.

Baseline NL [74] NL† [74] GCNet [7] Our SSM

64.8 62.1↓2.7 64.3↓0.5 63.9↓0.9 67.3↑2.5

Table 8. Comparison with other methods on performance improvement across different
backbones and support shots.

PFENet [71] ReRPI [6] CWT [58] MLC [80] Ours

R50 → R101 −0.5 −1.2 +1.0 +2.7 +3.7
1shot → 5shot +1.3 +6.2 +6.7 +6.2 +8.5

harm on the matching performance, which are resulted by their self-attention
augmentation which can destroy feature similarity between query and supports.

Adaptive self-support background prototype. This is designed to ad-
dress the background clutter problem by adaptively aggregating background
prototypes for each position. As shown in Figure 5 (b), the target cat is lying
on a cluttered background consisting of the wardrobe, bed, quilt, baby, pillow
and sheet. For each star-marked query position, the self-support background
prototypes are aggregated from the corresponding semantic regions. Note that
this adaptive background prototype generation is specifically designed for self-
support prototypes, which cannot be directly applied to support prototype gen-
eration because it will collapse to trivial solutions by greedily aggregating similar
pixels without semantic consideration.

4.4 Self-Support Advantages

Our self-support method has many desirable properties.

Benefits from backbones and supports. As shown before, our self-support
method benefits more improvement from stronger backbones and more supports.
Table 8 summarizes the improvement of different methods. When switching the
backbone from ResNet-50 to ResNet-101, our method obtains 3.7% performance
improvement, while other methods obtain at most 2.7% improvement or even
performance degradation. Our method also obtains the largest improvement of
8.5% by increasing support images from 1-shot to 5-shot. The behind reason is
that our self-support method benefits from the Matthew effect [59] of accumu-
lated advantages, where better predictions induce better self-support prototypes
and produce better predictions.

High-confident predictions. Our self-support method not only improves
hard segmentation results with 0-1 labels, but also improves the soft confidence
scores to produce high-confident predictions. As shown in Table 9, our self-
support method significantly reduces the Mean Absolute Error (MAE) by 4.9%
compared to the baseline. We further evaluate the MAE in the truth positive
(TP) regions for a fair comparison, where the MAE can still be largely reduced by
5.0%. These results demonstrate that our self-support method can significantly
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Table 9. Results of prediction quality in MAE (↓) metric. “All/TP” means evaluating
models on all/truth positive regions of the image.

Baseline SSM SSM+SSL SSM+ASBP Full

All 17.6 14.6↓3.0 14.8↓2.8 12.9↓4.7 12.7↓4.9
TP 13.2 9.6↓3.6 10.1↓3.1 7.8↓5.4 8.2↓5.0

Table 10. Results of using weak support annotations.

Mask Scribble Bounding Box

Baseline 64.8 63.3↓1.5 61.7↓3.1
Ours 68.8 68.0↓0.8 66.9↓2.1

Table 11. Results of applying our method to other models.

PANet [73] PANet + Ours PPNet [55] PPNet + Ours

55.7 58.3↑2.6 62.0 64.2↑2.2

improve the output quality by producing high-confident predictions, a desirable
property for many real-world applications.

Robust to weak support labels. As shown in Table 10, when replacing the
support mask with bounding box or scribble annotations for prototype genera-
tion, our self-support method still works very well with high robustness against
support noises. This is because our method mainly relies on self-support proto-
types and thus is less affected by from noisy support prototypes.

Generalized to other methods. Our self-support method is general and
can be applied to other methods. As shown in Table 11, equipped with our
self-support module, both the strong PANet [73] and PPNet [55] report further
boost in their performance by a large improvement.

High efficiency. Our self-support method is very efficient, which is a non-
parametric method with few extra computation and ∼28 FPS running speed on
a Tesla V100 GPU (with the ResNet-50 backbone in the 1-shot setting).

5 Conclusion

In this paper, we address the critical intra-class appearance discrepancy problem
inherent in few-shot segmentation, by leveraging the query feature to generate
self-support prototypes and perform self-support matching with query features.
This strategy effectively narrows down the gap between support prototypes and
query features. Further, we propose an adaptive self-support background pro-
totype and a self-support loss to facilitate the self-support procedure. Our self-
support network has various desirable properties, and achieves SOTA on multiple
benchmarks. We have thoroughly investigated the self-support procedure with
extensive experiments and analysis to substantiate its effectiveness and deepen
our understanding on its working mechanism.
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